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Abstract— This research uses an approach in Data Mining techniques to analyze historical data of

students. The goal is to predict and investigate factors affecting student leavers using university admission

(pre-admission variables) and educational achievement indicators (post-admission variables) on at-risk

freshmen students in higher institution. Feature selection as preprocessing methods are utilized for

30 potential predictors to identify the most relevant factors. With the aim to evaluate the signi􀅭icant

predictors contributing to at-risk students, this research compares predictive models. The models were

implemented using various data mining algorithms and it is found that kNN gives 80.50% accuracy, CART

with 89.70%, Adaptive Boosting using Decision Tree with 92.20% and Logistic Regression with 92.09%.

The models were trained using records from student dataset collected from the Mindanao State University

– Marawi, academic year 2010-2015. In addition, this research also veri􀅭ied the precision of the models

through 10-fold cross validation, which can give veracity about what kind of data mining models works

best in HEI data mining analysis. It would predict the class label ‘Result’ as categorical value, AtRisk or

NotAtRisk. Bene􀅭its of the prediction model includes improving student retention and graduation rates.

© 2017 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

In today’s technology-driven society, Higher Edu-

cation Institutions (HEIs) are data-rich but information

poor. It has a centralized database which contains large

volumes of data only for the purpose of record keeping or

process support. WhatHEI donot realize, lyingwithin those

datasets are patterns and potentials. This stored data can

be collected to determine the relationships among variables

to generate useful information for decisionmaking that can

greatly help HEI in retention problem. Data Mining (DM)

refers to the “practice of ef􀅭iciently examining valuable,

non-obvious information from a large collection of data

so as to draw out new information” thus helping HEIs make

better informed decisions [1]. Educational Data Mining

(EDM) on the other hand is the application of data mining

in the academe. EDM refers to techniques, implements, and

research designed for extracting knowledge from immense

repositories of data that bene􀅭itted the institution [2]. From

this, it is possible to classify, cluster or develop a prediction

model. As reported by National Center for Education Statis-

tics [3], around 40% of students seeking bachelor’s degrees

do not complete their degree within 6 years and as claimed

by [4] about 30% of full-time 􀅭irst-year students seeking

baccalaureate degrees “do not return for a second year”.

Undergraduate college enrolments in the Philippines

have grown increasingly for the past years. In Academic

Year (AY) 2003-2004, HEI enrolled nearly 1,591,675 stu-

dents. That 􀅭igure increases nearly 28% number of stu-

dents who enrolled in AY 2013-2014 to 4,104,841 students.

As enrolment rate increases, students not graduating on

time increase as well see Figure 1 - Commission on Higher
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Education (CHED) data. This increase places a 􀅭inancial

burden on students, parents, institutions, and the govern-

ment. This issue is of such national importance.

Fig. 1 . Higher Education Data 2014 (Public and private HEIs)

enrolment and graduates

Retention and graduation should be a key concern

and should be addressed by HEI. The advantages of a col-

lege degree are vital in many ways: 􀅭irst, it is apparently

perceived that those students who 􀅭inished college have a

higher income compared to those with a secondary school

diploma [5]; second, on top of much likely high 􀅭inancial in-

come gain contributing to academic degree, bachelor’s de-

gree holders likely have a higher chance of being selected or

employed [6]; and third, is the vast amount of knowledge

gain experienced by college graduates who then go on to

contribute to the economic and community development of

our country [7].

Some institutions especially private HEIs, were de-

pendent upon tuition revenue from their student. A de-

crease in enrollment means a 􀅭inancial strain to them. The

focal question of modern HEI is how to thoroughly exam-

ine historical data of admitted students that will provide a

better perspective on student retention and degree comple-

tion. In the Philippines, lack of research on the factors af-

fecting student retention and the exigencyof current system

to evaluate and supervise student retention is not being re-

garded. The predictionmodel of student at-risk can be used

as guidelines to prevent students from leaving HEIs. The

motivation of this study is on the freshman students. Sev-

eral researchers asserted that 􀅭irst year to second year is

fundamental in indicating graduation rate [8, 9]. Freshmen

come in college with worries and concerns over a new edu-

cational undertaking. They also bring complex educational

and personal issues that require support service [10]. Se-

curing students on the right tract commences with foresee-

ing their transition and meeting their needs as they begin.

The researcher aims to answer question, which factors af-

fect at-risk students of not retaining in HEIs and to discover

if patterns can be found in the student data through predic-

tive models.

This study will adapt the Systems theory input-

output model of organization by Daft [11]. This theory, ac-

cording to Owojari and Asaolu [12], postulates that an or-

ganized enterprise does not exist in a vacuum but is depen-

dent on its external environment. Thus the enterprise re-

ceives inputs, transforms them and exports the output to

the environment. In this study the university admits stu-

dents (inputs) and then transforms them through teaching

and learning which is re􀅭lected by the students’ academic

performance (output).

II. LITERATURE REVIEW

A. Selected Data Mining Methods for the Research Prob-

lem

The general objective of this study is to develop apre-

dictive model for at-risk students. The researchers focused

on the use and comparison of the following data mining

algorithm for (Figure 2) predictive modeling.

Fig. 2 . Predictive modeling used in this study

The k-Nearest Neighbor algorithm is established on

“learning by analogy”, that is, by comparing a given test ex-

ample with training sets that are alike. It constitutes three

vital methods: a set of labeled objects, a correlation metric

to calculate how far or near the distance among the sepa-

rating objects and the value of k. To categorize an unlabeled

object, the distance between two object is calculated, its

“k-nearest neighbors” are known, and the class labels of

these nearest neighbors are then employed to decide the

class label of the object [13]. Classi􀅭ication and Regression

Tree (CART) algorithmwas Leo Breiman’s work in the early

1980s. It is an algorithm for data exploration analysis and

predictive analytics. CART belongs to classi􀅭ication method

which in order to construct DT uses past data [14]. Logistic

Regression is a traditional statistical method for evaluating

data sets using Logit model.
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This technique is used to analyze independent vari-

able/s that determine an outcome. The outcome is mea-

sured with two possible outcomes. The desired result of

logistic regression is to 􀅭ind most 􀅭itting model to describe

the relationship between dependent variable and the out-

come variable and predictor variables. AdaBoost (Adaptive

Boosting) is a meta-algorithm which can be used in con-

junction with many other learning algorithms to improve

their performance. It is formulated by Freund and Schapire,

as cited in the work of [15], “is one of the most important

ensemblemethods, since it has solid theoretical foundation,

very accurate prediction, great, andwide and successful ap-

plications”.

B. Review of Studies Related to Enrolment, Retention and

Graduation

The attribute is that often used in research studies

as one of the predictors is cumulative Grade Point Average

(GPA) [8, 16, 17, 18]. High GPA can be weighed as a notion

of probable academic potential that leads student to retain

and survive in university whereas low GPA in 􀅭irst semester

indicates student attrition [19, 20]. Next to GPA is students'

demographic and external assessments. Students' demo-

graphics comprise of gender, age, and family background

[1, 21, 22]. As stated by [23], “family background in terms

of family type, size, socio-economic status and educational

background play important role in student’s educational

attainment and social integration”. Herzog [24] stated that

the best predictors of freshman’s persistence is the 􀅭irst

year grades acquired. Stinebrickner [25] concluded that

the dropout that arises during the 􀅭irst-three years in HEI

can be accredited to low academic performance.

Certainly, several studies have been conducted in

educational and other types of research where these tech-

niques used past data as attributes. However, EDM is still a

new research discipline, and with little or no EDM research

being done in the Philippine HEIs, it is 􀅭itting to conduct this

research. The goal of the study, was to answer the call of the

HEIs by bridging the research gap between the literature on

predictors of 􀅭irst year student academic performance and

the recent discussions about the emerging discipline EDM

techniques and tools that will aid to solve student retention

problem. Speci􀅭ically, this undertaking focused on predict-

ing the at-risk students of 􀅭irst-year enrolled in HEI.

Tino [26] suggests that success in the 􀅭irst semester

of college is critical to student's persistence and that HEIs

can make a difference. It is therefore crucial to determine

variables that play a role in the 􀅭irst-year transition to col-

lege for students in HEIs. On the foundation of an extensive

review of the literature, it was hypothesized that past data

of students would be useful in predicting student retention.

The result of this model can be very valuable and useful to

HEIs in aiding decision making and driving change.

III. METHODOLOGY

A. Research Design

The data mining aspect of the work relied on his-

torical data of student's which were collected between the

academic year 2010 and 2015. Data mining is employed

to derive signi􀅭icant knowledge concerning a particular

dataset and to generate important relationships between

variables stored in dataset. This researchmakes use of data

mining approach to discover likely hidden valuable and un-

known pattern from a collection of data. Through the aid

of software data mining tool, data can be analyzed, prepro-

cessed and summarized to identify relationships.

When using data mining procedure, no previous

ideas of foreseeable relationships amongst variables can

be obtained or have any ideas about the predictable results

from the data set. Exploratory data analysis is performed

to explore into the dataset and study the relationships be-

tween attributes. Through data mining techniques, pat-

terns can be found from institutional datasets. In order

to evaluate the signi􀅭icant variables contributing to at risk

students, this research used selection feature as part of pre-

processing phase.

Four different data mining predictive models: kNN,

simple CART, logistic Regression, and AdaBoost are used

and compared in this study. The accuracy and precision of

the four dataminingmodels are tested and validated, which

can delivermeaningful information about what kind of data

mining models is the best 􀅭it in higher education data min-

ing analysis. The predictive model with highest accuracy

will be used in prototype development phase to create a

web-based warning system that could identify at-risk stu-

dents.

B. Research Procedure

It is only suitable that dataset requirements be exam-

ined carefully. Dataset used in data mining models should

be precise and consistent. Datamining process is necessary

on account of the fact that the preciseness of results
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acquired from data mining models is directly dependent

on the accuracy of data. The detailed explanation about all

phases is described below.

C. Phase 1 Data Collection

The dataset analyzed in this study were enrolled in

Mindanao State University-Marawi (MSU); freshmen, full-

time students from academic year 2010 to Academic Year

2015. The records were queried from the databases at the

Information Systems Department (ISD) of MSU. ISD serves

as the university’s of􀅭icial source of information such as stu-

dent enrollment, grades, employee pro􀅭ile, and payroll. The

records obtained, contain information about the different

courses of students, entrance result, GPA, etc. Information

regarding student pre-university data and college data was

collected from a total of 7,936 student records in 􀅭ive aca-

demic years. To select the risk variables, factors presented

in the literature reviewwere considered: 􀅭irst semesterGPA

[27], socio-economic status [26, 28], student demographics

[1, 22] and critical basic courses thatmight hinder students’

performance during 􀅭irst year such as Math and English,

course status is also included. The dataset is delimited to

􀅭irst-time, full time (15 units or more) students who com-

mence 􀅭irst semester of their academic career. Variables

selected for the study were based on the availability of data

fromuniversity records related to the literature on parame-

ters for predicting academic performance. The 30 potential

predictor variables selected fell into two categories: pre-

college data and post-admission data. Pre-college data are

data prior to admission. They include admission test scores

and some socio- demographic attributes.

Fig. 3 . Methodological framework
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Table 1 includes a detailed description of depen-

dent variables and independent variable. The pre-college

dataset 􀅭ields investigated in this study can be grouped into

two: academic potential (admission test score inMath, Lan-

guage Usage, Aptitude, and Science) and demographic and

socio-economic (Gender, blood type, skills, sports, musical

instrument, province of origin, parents educational back-

ground, parent’s income, parent’s tribe, religion, number

of brothers, number of sisters and rank in family). On the

other hand, post-admission data are educational achieve-

ment indicators such as course, scholarship status, grades

in Math and English subjects, and 􀅭irst semester GPA.

TABLE 1

SUMMARY OF PREDICTOR VARIABLES

Univid Unique Identi􀅭ication Number of Stu-

dent

Assigned Number

Gender Student gender Male, Female

Age Age 0 - > 20

Blood type Blood type of student A, B, O, AB

Height Height of student <100 - >200

Weight Weight of student <100 - >200

Home add Home address of student home address

Prov Home province of student Lanao del Sur, Lanao del Norte, Mis Occ,

…

SPECIALSKILLS Special skills Painting, Debater, …, NA

SPORTS Sports Basketball, Table Tennis,…,NA

Musicins Musical instrument played Piano, Guitar, Drums,…,NA

Mother education Mother’s highest degree of education Elementary Graduate, Secondary Gradu-

ate, College Graduate, …, NA

Fathers education Father’s highest degree of education Elementary Graduate, Secondary Gradu-

ate, College Graduate, …, NA

Gross income Parent’s income in a year. 0 - > 600, 000

Brothers Num Number of brothers 0 - > 8

Siaters Num Number of sisters 0 - > 8

Aptitude Entrance exam aptitude score <20 - > 50

LU Entrance exam Language Usage score <20 - > 50

Math Entrance examMath score < 20 - > 50

Science Entrance exam science score < 20 - > 50

Genrating General rating in entrance examination < 20 - > 50

Camp pref Campus preference of student Marawi, IIT, Naawan, Sulu, Tawi-Tawi, …,

NA

Program code Program code Program Code

Program Program enrolled by student BS Agriculture, BS Animal Science, …

Scholarship type Paying or Scholar Paying, Scholar (SPL, Tuition Privilege,

Academic, CHED, DOST, Academic,

CBCP)

Religion catagory Religion category Muslim, Non-Muslim

English status English grade in 􀅭irst semester 1.0-5.0, 0 for not taken

Math status Math grade in 􀅭irst semester 1.0-5.0, 0 for not taken

GPA First semester GPA of freshman year (1.0 – 5.0) 1.0-5.0

Enrollment status Academic year (􀅭irst year to secondyear)

retention in a bachelor degree program

Enrolled, Not-Enrolled
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IV. ASSUMPTIONS

It was postulated that the records in the university

database were accurate. The following statement is logical

considering that the informationwas exploited customarily

by the university in generating results and producing re-

ports.

Fig. 4 . Data processing

Phase 2 data preprocessing: Before running data mining

algorithms, to improve the input data quality and suitabil-

ity of data for mining data preprocessing was applied. For

this, identifying noise data, missing values, irrelevant and

redundant data, identifying or removing outliers, and data

transformation are very crucial. This phase consists of data

integration and transformation, data cleaning, and feature

selection. At the end of this phase, the 􀅭inal dataset has

been constructed. Careful data integration is done to re-

duce and avoid redundancies and inconsistencies. Redun-

dant data are carefully examined during this phase. Same

attributes and derived attributes in different databases are

not included.

Some data are being transformed to suit a data min-

ing technique. New attributes are constructed inferred

from existing attributes. Feature type conversion, some al-

gorithms only handle numeric featureswhile some can han-

dle only nominal features. In this study, features have to be

converted to satisfy the requirements of the learning algo-

rithms. (for instance, Numeric to Nominal Discretization

is used in handling “parents’ educational attainment, 􀅭irst

generation students?–Yes/No.

TABLE 2

CONVERSION OF INCOME

1 2 3 4 5 6 7

A B C D E F G

Poor Low income (but

not poor)

Low middle in-

come

Middle class Uppermiddle in-

come

Upper income

(but not rich)

Rich

< 94,680 94,680-189,360 189,360-378729 378,729-946,800 946,800-1420,200 1420,200-1893,600> 1893,600

Some algorithms require the data to be normalized

to increase the ef􀅭icacy of the algorithm. In this way, it

helps prevent attributes with large ranges outweighing one

with small ranges. In this study, proportion transformation

method is performed to rescale gross income 􀅭ield. Dataset

collected from the university repository may be missing.

The data cleaning process will remove the missing data or

incomplete, noisy data. Although there are several statisti-

cal methods for replacing values, list-wise deletion method

will be adopted.

A list-wise deletionmethod deletes the entire record

from the records if any variable in the model has a miss-

ing value. Filling in the missing data is not applied to avoid

adding bias and distortion to the data just tomake the infor-

mation available. Removing a few records will not impede

the results of the model. To handle outliers, local Outlier

Factor (LOF) is performed. It works by associating the local

density of the data occurrence to that of its neighbors [29].

Fig. 5 . Outliers in the data

The local density of a data occurrence is proportional

to the reciprocal of themean distance to its k-nearest neigh-

bors. The LOF score is set to the proportion of the local

density of the data occurrence to the average local density

of its neighbors. Suchlike returns in standard data
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having an LOF score of relatively equal to 1, in contrast

to outliers with scores higher than 1. This is explained by

the fact that if the data lies in a dense region, their local

density would be similar to that of their neighbors leading

to a ratio of 1. An LOF with large dataset having a score of

up to 2 demonstrated that the data instance is normal. After

handling missing values and removing outliers, from 7, 936

records to 7, 860 records.

Feature selection: Part of this study was to identify what

dominant variable or combination of variables collected

can be used as predictors of academically at-risk students

from the HEI. Feature selection is of great consequence in

which the most important attributes or variables that have

the direct effect on label attribute can be ascertained. There

are different methods that are used for feature extraction.

In this study, feature selection is performed as a prepro-

cessing step. It has been considerably ef􀅭icient in lessening

proportion, eliminating unnecessary data or noise from

dataset re􀅭ining result coherently. In this study, 􀅭ilter model

using feature ranking was used - Info Gain Ratio and Corre-

lation Feature Selection. Filter model had devoid bias with

regards to whatever learning algorithm.

• Information gain ratio resolves the 􀅭law of information

gain. Gain ratio is computed for each of the attribute using

equation as cited in [30].

IGR(Ex, a = IG/IV ) (1)

IF (Ex, a) = H(Ex)−
∑

vεvalues(a)

(
|xεEx|values(x, a) = v

|Ex|
.H

({
xεEx|value(x, a) = v

)})
(2)

IV (Ex, a) = −
∑

vεvalues(a)

|xεEx|values(x, a) = v

|Ex|
.log2|

({xεEx|value(x, a)
}

|Ex|

)
(3)

Fig. 6 . Info gain ratio code snippet

• Correlation-based Feature Selection (CFS) looks for

features that are particularly correlated with the explicit

class. CFS is de􀅭ined as follows:

rzc =
kr−zi√

k + k(k − 1)r−ii
(4)

where: rzc is the correlation between the scored fea-

tures, k is the sum of features, rzi is the mean of the corre-

lations relating to the class variable, and rii is the mean of

inter-correlation between features [31].

Fig. 7 . CFS code snippet

The signi􀅭icant variables assessed by feature selec-

tion techniqueswere the 􀅭inal parameters used in creating a

predictive model feed into a data mining tool. Through this

a pattern can be extracted to predict student at-risk/not at-

risk.

ISSN: 2414-4592

DOI: 10.20474/jater-3.4.2



2017 J. D. Febro, J. Barbosa - Mining student at risk . . . . 124

Fig. 8 . CFS code snippet

Phase 3 modelling: This study compared predictive data

mining methods: kNN, CART, logistic regression, and Ad-

aBoost based on the literature review in Chapter II. Algo-

rithms that fall under predictive modelling algorithm are

used since our goal is to learn how to assign class label

-AtRisk (1), NotAtRisk (0) to the unseen data based onmod-

els built on the training data to create a prediction model.

Each of these algorithms was optimized to 􀅭it the student

at risk data and then compared to conclude the best data

mining model. The model with highest precision is used in

prototype development.

There is a close connection between data prepro-

cessing phase and modeling phase in consideration of spe-

ci􀅭ic methods that require exact data formats. In addition,

data problems might occur while modeling or a need for

constructing new data. About two thirds (70%) of the data

are set aside as training dataset and are split randomly. The

remaining one third (30%) is assigned as a test set and is

used for evaluating the model. In order to create a predic-

tive model by means of DM method, the data need to be

trained.

The result received from the testing data processwill

be evaluated by assessing the accuracy. At the evaluation

phase, models were built from a data analysis perspective

and were systematically evaluated. The procedures were

reviewed in executing to construct model ascertaining the

objectives are properly achieved. This study similarly ver-

i􀅭ied the accuracy of the four data mining models used in

order to provide additional information and understand-

ing about which data mining models perform precisely

in higher education data mining analysis. 10-fold cross-

validation will be used to test the accuracy of the models.

All the methods were tested by using a 10-fold cross valida-

tion. The test divides the dataset into 10 equal subsamples.

One subsample is kept for validating the data, while the

remaining 10–1 subsamples are used for training. This pro-

cess is repeated until all subsamples have been used for

validation.

Strati􀅭ied sampling method is used to divide the en-

tire dataset into ten different parts with equal proportions

of at-risk students and not at-risk students in each set. Nine

out of 10 sets are used as training data to build models and

the data are run through the remaining one dataset. A clas-

si􀅭ication error rate is calculated for the model and stored

as an independent test error rate for the 􀅭irst model. Next,

a second model is constructed with a different set of nine

samples and then a test error rate is calculated. The same

process is repeated ten times resulting in ten individual

models.

The classi􀅭ication error rates for all ten models are

then averaged. The prediction model which has the highest

precision will be used in the prototype implementation. At

the end of this phase, a decision on which of the predictive

models should be used for prototype development is con-

cluded.

A. Predictive Modeling Algorithm

kNN: The k-Nearest Neighbor algorithm compares a given

test instance with training instances that are alike. It is

grounded on learning by analogy. The algorithm initially

calculates the test set like in this study the student being

predicted then it 􀅭inds similarity to all examples in our train-

ing set and retrieves the kmost alike. Likeness is computed

with a Euclidean distance between the features of the test

data and matching features of each example in the train-

ing set. This study used standardized features for distance

calculation as an instance of extending kNN. The standard

score (z-score) is computed as:

Zi =
xi−µ
σ (5)

where x−i is the feature student initial value, µ is

the average value, and σ is the SD.
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Fig. 9 . KNN code snippet

CART: Classi􀅭ication and regression tree (CART) is a deci-

sion tree is and learning technique, which gives the results

as either classi􀅭ication or regression trees, depending on

categorical or numeric data set [14]. CART’s algorithm was

Breiman’s work [14]. To build a DT, CART uses Gini Index as

an attribute selection measure:

1−
∑

jp2i (5)

Fig. 10 . CART pruning method code snippet

B. Logistic Regression

Logistic regression uses Logit model for evaluating

data sets. This technique is used to analyze independent

variable/s that determine an outcome. This study uses bi-

nary logistic regression method since our target variable

status response is AtRisk(0)/NotAtrisk(1) which is binary.

Logistic regression will evaluate the likelihood of a stu-

dent's status – AtRisk or NotAtRisk. The generalized linear

model [32] formula is given by:

logit

(
E|Yi|Xi|

)
= logit(pi) = ln

(
pi

1− pi

)
= β.Xi (6)

where β is grouping of β0, β1, ..., βm (regression coef􀅭i-

cients) into a single vector of size m + 1; Xi that is a group

of x0,i, x1,i , ..., xm,i (resulting explanatory variables) single

vector of sizem + 1.

Fig. 11 . Logistic regression method code snippet

AdaBoost: Recall that AdaBoost is a meta-algorithm, a DT

is used as learning algorithm conjunction to improve their

performance. This studyused theversionof Friedman’sAda

Boost algorithm [33]. It is done by lessening the exponen-

tial loss function.

`esp(h|D) = Ex ∼ D

[
e−f(x)h(x)

]
(7)

Using additive weighted combination of weak learn-

ers as;

H(x) =
T∑

t−1

atht(x). (8)
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Fig. 12 . AdaBoost method code snippet

D. Phase 4 Result Evaluation

Wewill evaluate themodels through its performance

matrix. One of the performancematrices used for classi􀅭iers

inmachine learning is confusionmatrix. It shows actual and

predicted instances by classi􀅭iers. A confusion matrix is a

table generally used in supervised learning to show the per-

formance of an algorithm. Its columns denote the number

of occurrences of a projected class, and its rows denote the

number of occurrences of an exact class [34].

TABLE 3

CONFUSION MATRIX

Predicted

Actual Negative TN FP

Positive FN TP

All the entries with description are given below

- “TN” denotes correctly set as negative cases

- “FP” denotes incorrectly set as negative cases

- “FN” denotes incorrectly set as positive cases

- “TP” denotes correctly set as positive cases

Other parameters that can be assessed from matrix

entries are accuracy, precision and recall: Accuracy per

class can be de􀅭ined as instances correctly classi􀅭ied as their

actual class divided by total instances of that class; Preci-

sion can be de􀅭ined as positive predicted instances divided

by total predicted instances.

Accuracy =
TP + TN

TP + TN + FP + FN
(9)

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

Phase 5 prototype development: In prototype develop-

ment phase, we aim to develop a prototype model that will

predict at-risk students based on Logistic Regression. Fig-

ure 13 shows the linear input-output-process of the proto-

type. The user enters student information in the input form

or through uploading an excel 􀅭ile and then the system will

process the user’s input or request. The systemwill display

the predicted result.

Fig. 13 . Input-process-output

IV. RESULTS

In Chapter 3 a detailed research methodology was

presented and discussed. This chapter focuses on the work

thatwas done and presents the results obtained. Aftermea-

suring the quality of data, data mining techniques were

applied to develop a prediction model and study factors af-

fecting students at-risk.

A. Analysis of the Collected Data

We stated in 􀅭irst chapter that our goal was to ana-

lyze the factors affecting at risk students. For this study, data

were collected by querying the university database of MSU-

Marawi. The population was gathered between AY 2010

and 2015 with a total of 7,859 freshmen full-time students.

The dataset collected can be categorized as pre-college vari-

ables and college variables. The pre-admission variables in-

clude socio-demographic information and college variables

comprised of student data recorded at the end of the 􀅭irst

semester (Math Status, English Status, 􀅭irst sem GPA). The

population of at-risk students in MSU-Marawi was used in

this research. The dataset had the target variable AtRisk.

ISSN: 2414-4592

DOI: 10.20474/jater-3.4.2



127 J. Adv. Tec. Eng. Res. 2017

TABLE 4

FREQUENCY AND PERCENT OF SOCIO-DEMOGRAPHIC

STUDENTS DATASET

Status Percent

At Risk 20.11%

Not at risk 79.89%

The socio-demographic issues explored in this

record were Gender, Religion Category, Province, Number

of Brothers and Sisters and Income Class. Tables 3 and

4 shows the demographic pro􀅭ile of the student’s dataset.

The age range of the students was from 13 to 29 years with

the average of 17 years. Majority of the records belong to

female population with 4,960 (63%) records while Male

population is 2,899 (37%). In terms of religion category,

62% belongs to Muslim group and 38% belongs to Non-

Muslim group. More than a half (57%) of the students were

residing within Lanao del Sur.

TABLE 5

FREQUENCY AND PERCENT OF NOT RETAINING STUDENTS

Gender Frequency % Religion Category Frequency % Province Frequency %

Male 2899 37% Muslim 4866 62% Lanao del Sur 4466 57%

Female 4960 63% Non-Muslim 2993 38% Other Province 3393 43%

Most of the students belong to poor, low income and

low middle income class. The poor income class makes up

more than half of the collected data (67% or 5,230) of total

population in the income class (see Table 4). The poor in-

come class has an annual income of less than Php 94,680.00

while the rich class has an annual income of more than Php

1,893,600.00.

TABLE 6

FREQUENCY AND PERCENTAGE OF INCOME CLASS

Income Class Frequency %

Poor 5230 67%

Low income (but not poor) 1172 15%

Lower middle income 989 13%

Middle class 424 5%

Upper middle income 34 0%

Upper income (but not rich) 5 0%

Rich 5 0%

Table 5 shows the relationship between variables

collected and at risk students. Of the 1,581 at risk sam-

ples, average age was 17. There were more male (51%)

at-risk students than female (49%). 68% of the at-risk stu-

dentswere living in Lanao del Sur and 88%with no scholar-

ship. Table 6 shows the comparison between their college

entrance exam average scores in Aptitude, Language Usage,

Math and Science.

TABLE 7

STUDENT DEMOGRAPHIC AND AT RISK POPULATION

Age Gender Religion Catagory Province Paying

Average F N F N F N F N

17 Male 813 51% Muslim 1145 72% Living in Lanao del Sur 1079 68% Paying 1393 88%

Female 768 49% Non-muslim 436 28% Other province 502 32% Scholar 188 12%
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The Table shows that at-risk population gets lower

scores on all the categories than non-at-risk students.

TABLE 8

AVERAGE SCORES IN COLLEGE EXAM

Average Score At Risk Not at Risk

Aptitude 15.68 18.76

LU 29.22 36.5

Math 12.67 16.1

Science 10.02 12.48

B. Predictors of at-risk students

Several researchers cited about how factors such as

race and gender may or may not be relevant as predictors

of student's academic performance [21, 22, 35, 36, 37]. In

some countries like India, socio-economic and educational

context, race and gender have been used as key determi-

nants of student retention. In this research these factors

were used to look into their effect or in􀅭luence, if any, on

at-risk students.

Feature selection was an important step to select the

most important attributes or variables that have had di-

rect effects on label attribute. Themethods used were 􀅭ilter

model using Info Gain Ratio and Correlation Feature Selec-

tion. Though the results of the feature selection suggested

dominant predictors, we have included all available predic-

tors in predictive modelling to assess variables with little

signi􀅭icance that may affect the overall prediction outcome.

Fig. 14 . Feature selection

Fig. 15 . Standard deviation of predictors

ISSN: 2414-4592

DOI: 10.20474/jater-3.4.2



129 J. Adv. Tec. Eng. Res. 2017

C. Data Mining Technique Comparison and Selection

From 30 possible predictor variables, only 14 pre-

dictor variables were chosen after Multivariate Analysis.To

address objective no. 2 of this study, identify and select

data mining techniques for developing predictive models,

we compared four predictive modelling techniques based

on their accuracy, precision and recall. The main objective

of this study focused on the At Risk students. To improve

the accuracy and to balance the data of the at-risk students

randomunder samplingwas done to theNotAt Risk dataset.

[38, 39, 40, 41].

The overall accuracy for kNN algorithm is 80.50%

with precision of 90.90%. While CART accuracy is 89.70%

with precision of 93.82%. For Logistic Regression algo-

rithm, the accuracy is 92.09% with precision of 93.18%.

Lastly, AdaBoost with DT as subprocess gave us overall ac-

curacy of 92.20% and a precision of 90.15%.

TABLE 9

PREDICTIVE MODEL PREDICTION PERFORMANCE OVERALL RESULT

Accuracy Precision Speci􀅭icity Recall or Sensitivity f -Measure False Positive False Negative True Positive True Negative

kNN 80.50% 90.90% 89.17% 68.99% 79.02% 15.4% 37.1% 99.6% 132.2%

CART 89.70% 93.82% 94.66% 92.41% 93.10% 8.7% 10.8% 131.5% 133.6%

Logistic Regression 92.09% 93.09% 93.18% 90.65% 91.83% 9.7% 13.3% 129% 132.6%

AdaBoost 92.20% 90.15% 89.60% 94.80% 92.41% 14.8% 7.4% 134.9% 127.5%

Figure 14 shows the result of “true AtRisk result” of

the four-data mining predictive models. Logistic Regres-

sion gives the highest precision result of 92.66%. Although

other models showed a good considerable result we con-

sider the model with highest positive predictive value and

sensitivity [42, 43, 44, 45]. Moreover, execution time of

logistic regression model takes 9 seconds while AdaBoost

model runs in 15 seconds. Among the predictive models,

result indicates that logistic regression is the best classi􀅭ier.

Fig. 16 . Result comparison for predictive models–True AtRisk

D. Scoring

In order to test the model in a more realistic way,

the model is then applied to a previously unseen record as

our test set. The data predicted 298 out of 316 data sam-

ples. That means 94.30%was precisely predicted using the

model.

V. DISCUSSION & CONCLUSSION

In this paper, we attempted to determine whether

therewere relationships among at-risk students in terms of

the attributes queried from the university database. We

also tried to determine whether any of these attributes

could predict at risk students [46, 47, 48]. Based upon

that we found that past data of the students through edu-

cational data mining techniques can be utilized to develop

predictive models.

As a result, having the information generated

through our study: predicting at-risk students before they

leave the institution is possible. This could help HEI to pos-

sibly intervene and prevent possible at-risk students from

leaving.

We intend to extend the study in developing a system

that will cluster students based on their courses as Arts or

Science to 􀅭ind out further, if students who may be at risk

in Science courses will not be at risk when they will shift to

Arts courses.
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[42] Z. J. Kovačić, “Early prediction of student success: Min-

ing students enrolment data,” in Proceedings of Inform-

ing Science & IT Education Conference, Cassino, Italy,

2010.

[43] M. Naseriparsa, A. Bidgoli and T. Varaee, “A hybrid fea-

ture selection method to improve performance of a

group of classi􀅭ication algorithms,” International Jour-

nal of Computer Applications, vol. 69, no. 17, pp.

111-116, 2013. DOI: 10.5120/12065-8172

[44] E. Uma, A. Kannan, “Self-awaremessage validating algo-

rithm for preventing XML-based injection attacks.” In-

ternational Journal of Technology and Engineering Stud-

ies, vol. 2, no. 3, pp. 60-69, 2016.

DOI: 10.20469/ijtes.2.40001-3

[45] C. L. S. Tablatin, F. F. Patacsil and P. V. Cenas, “Design and

development of an information technology fundamen-

tals multimedia courseware for dynamic learning envi-

ronment,” Journal of Advances in Technology and Engi-

ISSN: 2414-4592

DOI: 10.20474/jater-3.4.2

10.20474/jater-1.1.1 
10.1109/icodse.2014.7062654 
10.1145/2567574.2567604 
10.20474/jater-1.1.1 
10.20474/jater-1.1.1 
10.1109/cie.2002.1186127 
10.20474/jater-1.1.1 
10.20474/jater-1.1.1 


2017 J. D. Febro, J. Barbosa - Mining student at risk . . . . 132

neering Studies, vol. 2, no. 5, pp. 202-210, 2016. DOI:

10.20474/jater-2.6.5

[46] M. T. Dorak, “Common concepts in statistics," 2016 [On-

line]. Available: goo.gl/VVYptK

[47] Rapidminer, “Rapidminer studio manual”, 2014 [On-

line]. Available: goo.gl/y88h5W

[48] S. S. Keerthi, O. Chapelle and D. De Coste, "Building sup-

port vector machines with reduced classi􀅭ier complex-

ity," Journal of Machine Learning Research, vol. 7, no. 8,

pp. 1493-1514.

— This article does not have any appendix. —

ISSN: 2414-4592

DOI: 10.20474/jater-3.4.2

10.20474/jater-1.1.1 
10.20474/jater-1.1.1 
10.20474/jater-1.1.1 

