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Abstract— Recent trends of Short-Term Load Forecasting (STLF) is a key issue to regulate power in the

electricity market. Many researchers have performed research in this area but it still needs an accurate

and robust load forecast method. In this paper, we propose a novel Arti􀅫icial Immune Network (AIN)-based

approach to predict forecast load depending on last three days’ mean actual load. The approach creates

an immune memory using time series to forecast one-day ahead hourly loads. The method takes hourly

loads separately as an individual daily time series and considers it as an antigen, an af􀅫inity is calculated

between an antigen and antibody in Immune Networks (INs). A cross-reactivity threshold is used to 􀅫ind

the appropriate cluster for an antigen in an immune network. The historical dataset of Poland is trained

and tested by this method which predicts more accurately compared to the most recently existing STLF

methods, such as simple Nearest Neighbor (NN), Multilayer Perceptron (MLP), Fuzzy Estimators (FE), and

Arti􀅫icial Immune System (AIS).

© 2017 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Electricity load forecasting is a relation between pro-

duction and energy consumption; it is an inbuilt method of

planning, design, and operation of electrical components.

Depending on time duration, load forecasting methods

are classi􀅫ied into three types: Long-Term Load Forecast-

ing (LTLF) predicts more than one-year forecasting loads,

Medium-Term Load Forecasting (MTLF) predicts forecast-

ing loads between one week and one year, and short-term

load forecasting predicts forecasting loadbetweenonehour

and one week. STLF is a crucial time series prediction

technique, which has been used to perform the forecast-

ing task in power system to control the energy manage-

ment system and to increase operational ef􀅫iciency. Accu-

rate prediction of load forecasting is essential to optimize

unit commitment, economic dispatch, hydro scheduling, hy-

dro co-ordination, spinning reverse allocation, and inter-

change evaluation. An accurate predicted load can save a

lot of money and electricity, e.g. an increase of only 1% in

forecast error caused an increase of 10 million pounds in

operating cost per year for one electric utility in the United

Kingdom [1].

Electricity market cannot function effectively with-

out predicting forecast load. At every instance, electric-

ity load is balanced by an operation of power system. In

electricity companies, load forecasting is managed in a se-

cure and ef􀅫icient way of production, transmission, and dis-

tribution of electricity. Mostly mentioned, there are two

concerns; one is prediction model selection and other is

data selection that should be treated in STLF. Forecast is de-

􀅫ined by prediction of future events and situations. Forecast

model can be classi􀅫ied into conventional and unconven-

tional model. Conventional STLF system applies statistical

analysis, regressionmethod [2], and smoothing techniques.

In the last few decades, many several newer forecasting ap-

proaches have been used like stochastic process, Autore-

gressive Moving Average (ARMA) models [3], data mining

models, andmost popularly used Arti􀅫icial Intelligence (AI),
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such as Arti􀅫icial Neural Networks (ANN), Fuzzy Inference

Systems (FIS), neuro-fuzzy systems [4], Support Vector Ma-

chines (SVM), and AIS [5] that have been achieving good

performance and tackling uncertainties in load forecasting

application.

NeuralNetwork (NN) is a series of algorithms that at-

tempts to identify underlying relationships in a set of data.

It has the ability to adapt and to change input for produc-

ing the best possible result without redesigning the output

criteria. The useful features like universal approximation

property, learning ability, and robustness to noise in data

canbeused in STLF technique, but it is dif􀅫icult to 􀅫ind anop-

timal architecture, weak extrapolation capacity, and many

parameters’ estimates.

The problem solving control system fuzzy logic al-

lows imprecise, incomplete, and ambiguous information to

be mentioned in the STLF model. The method can be ef-

fectively used with uncertainty. In the learning process of

neuro-fuzzy systems, the knowledge for building IF-THEN

rule base is obtained directly from data in the learning

phase. The structure of neuro-fuzzy system is complex and

parameters are large. Therefore, it does not guarantee con-

vergence to the global minimum.

AIN has also been employed in STLF to 􀅫ind the best

performance in dealing with time series without any com-

plexmathematical formulations. These systems solvemany

computational problems from mathematics, engineering

and information technologies. The advantages of AIN are its

learning and memorization intelligence. Anyone can mea-

sure the average prediction forecast error to predict perfec-

tion of load forecast to compare with the actual load of the

same day.

Proposed approach can be summarized as follows:

• A novel AIN-based clustering approach is presented here

for solving STLF problems. To the best of our knowledge,

this STLF method has never been presented in the litera-

ture.

• The method has two phases: training phase and testing

phase; in training phase, the model is trained to produce

INs. Each IN has more than one cluster and each cluster

has an antibody. A cluster is created by adjustable cross-

reactivity threshold (θ) and the antibody is recalculated by

means of inserted antigen and cluster’s antibody. In testing

phase, an antigen is generated from last three days’ mean

actual load. A cluster is selected from an IN based on θ and

the antibody of that cluster is the forecasting load for that

antigen.

• Forecasted errors are calculated between actual load and

predicted load. However, this paper focuses on the hourly

load forecasting, which is the most effective form of STLF,

though the proposedmethod can be easily extended to daily

peak load prediction.

The rest of the paper is organized as follows: litera-

ture survey of related works is described in Section II; Sec-

tion III describes the proposed AIN method; experimen-

tal results of proposed work and comparison with related

works are examined in Section IV; Section V describes dis-

cussion for our method; 􀅫inally, conclusion and future work

of the proposed method are described in Section VI.

II. LITERATURE REVIEW

Load forecasting technique has been started from

mid-1960s [6], [7]. The accuracy of load forecast has a vital

effect on electricity system and can change the economic

growth of any country. In last few decades, a lot of research

has been done to tune load forecast accuracy. Some of the

STLF methods to predict system loads are discussed here.

Autoregressive Integrated Moving Average (ARIMA) [8],

a linear prediction technique that was a generalization of

ARMA [9], was used for time series load forecasting. This

method was cascading into two methods: non-stationary

and wide-sense stationary. ARIMA models [10] are rela-

tively robust, ef􀅫icient, andmore complex structuralmodels

in relation to short-term forecasting. Another approach to

predict the system load in STLF is fuzzy logic system, which

is a well-known rule-based approach. It can recognize and

evaluate any unknown data on the compact set to arbitrary

accuracy from input data. Fuzzy logic is a technique to map

input data to output data. In article [11], authors 􀅫ind rules

to map similarities from huge data. Fuzzy logic system is

very robust in load forecasting system. Aftermapping fuzzy

inputs and set of rules, a centroid defuzzi􀅫ication is used to

identify such precise outputs [12], [13], [14].

A nonlinear prediction model, ANN is widely used in

prediction technique for its learning capability. There are

several types of ANN such as feedforward, self-organizing,

etc. In book [15], authors proposed MLP model, which pre-

dicted system loads in STLF. The approach had multilayer

nodes in a directed graph. Data processing occurs in every

layer except the input layers. Each node had a nonlinear

activation function. The model was trained by backpropa-

gation technique. A fully connected three-layer feedforward

ANN-based approach was proposed in [16] to estimate the

load in STLF and applied a backpropagation method to up-

date the weights, in an attempt to minimize the loss func-

tion. In this article, authors considered temperature as a
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climatic variable and could predict system load from one

day to seven days. Many research works have been done in

last few decades using ANN in combinationwith other tech-

niques like regression tree model [17], fuzzy logic system

[14], and time series method [18].

A. Arti􀅲icial Immune System

A Natural Immune System (NIS) is one of the most

complex with several functional biological systems to iden-

tify the harmful substances (e.g. bacteria and viruses) by

molecules called antigens. An immune response consists of

secretion of antibody to participate in the recognition and

destruction that is triggered by antigens. AIS algorithm is

adapted from Biological Immune System (BIS). AIS is a type

of computational intelligence system taken from the mem-

orized immune system. This is an attractive and emerging

􀅫ield involvingmodels, techniques, and applications of great

diversity [19]. AIS development can be classi􀅫ied into two

target 􀅫ields. (i) Engineering problem solving by adapting

Immune system concept. (ii) The provision and simulation

of models for immune system theories. The basic idea of

this Evolutionary Algorithm (EA) is simulated by adopting

selection, crossover, mutation, and replacement operators

[20].

In [21], authors developed BIS to protect them from

various foreign attacks such as virus, bacteria, and other

parasites, which are treated as antigen. Immune system

can recognize self or non –self cell in a bodywhere non–self

cell is also known as antigen (Ag). B-cells are an essen-

tial component of humoral immune response to generate

antibody (Ab) recognition and tie up with Ags [22]. The

features of EA like robustness and ability to adapt in chang-

ing environment is the key secret behind switching from

traditional learning approach to EA [23]. In [24], authors

proposed an Improved Bacterial Chemotaxis Optimization

(IBCO); the method was added in Back Propagation Neural

Network (BPN) to generate an effective forecasting model

for prediction of various stock indicates. The method had

less computational complexity, better prediction accuracy,

and less training time compared to BPN model [25]. An

immune response-based immunological algorithm using

clonal selection technique of AIS is used for numerical and

combinatorial optimization. A clonal selection algorithm,

CLONALG [26], [27] takes a set of antigens and produces

a set of memory to recognize unseen pattern. AIS can be

used together with other soft computing techniques to

create greater approach and to 􀅫ind out a better solution.

A B-cell is selected based on their af􀅫inity maturation. A

higher af􀅫inity clone has replaced the lower af􀅫inity cell of

early generation. An Arti􀅫icial Immune Recognition System

(AIRS) [28] is reinforcement-learning approach based on

clonal selectionmethod that is used to classify unseen item.

AIRS algorithm acts as a pre-computation to the k- nearest

neighbor approach, which works well on certain type of

classi􀅫ication problem [29].

B. Arti􀅲icial Immune Network

Immune network theory [30] was invented by Jerne

in 1974, where immune system maintains an idiotypic net-

work of interconnected cells for antigen recognition. These

cells both stimulate and suppress each other in a certain

way that leads to stablizing the networks. The formation of

such a network was possible by the presence of paratope

and idiotope on each antibody cell. The paratope present

on one B-cell was recognized by other B-cells idiotopes.

Immune network algorithms have been used in cluster-

ing, data visualization, control, optimization domains, and

share properties with arti􀅫icial neural networks [31]. AIN

has also been used in collaborating 􀅫iltering [32], [33], [34]

and patent quality classi􀅫ication model [35].

III. PROPOSEDMETHOD

STLF problem is solved by proposed method, which

takes historical dataset of m days as input data. 75% of his-

torical data is treated as training dataset and rest 25% is

considered as testing dataset. The method generates sys-

tem load for each hour of next day. Forecast errors are the

distinction between actual load and forecast load generated

by proposedmodel. In training phase, the model creates 24

immune networks of vector n whose components are the

following hourly loads. It is considered that information

about future prediction of the load time series is included

in forecast model. This assumption for load time series is

characterized as annually, half-yearly, quarterly, monthly,

and daily cycle due to changes in industrial activities, and

climate conditions are con􀅫irmed by statistical tests.

Let nx be a vector of xth hour power system

loads of each day in training dataset. nx = [ nx(1),

nx(2),….,nx(3m/4)], where nx (1) represents the xth hour

system load of day one in training dataset and assume ny

be a vector of hourly loads of the day of forecast and ny =

[ny(1), ny(2),....,ny (24)] represents each hour system load

of predictedday. Proposedmethod learns tomapx→y. After

learning input pattern, x is presented to themethodandpat-
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tern y is obtained as a method output. The method is based

on AIN, where concatenate patterns x and y form antigens.

Each antigen is one-hour system load of a day, which is ac-

tual load of the previous day. The task of immune system is

to learn to map the set of antigens to the set of antibodies.

The immunememory is an effect of learning method

where a network is created based on hourly system load of

each day of training data and these loads are treated as anti-

gens of the network. A group of clusters is created for each

network and every cluster has an antibody. An af􀅫inity value

is calculated between an antigen and an antibody of each

cluster. If the af􀅫inity value is less than or equal to the cross-

reactivity threshold value (θ), then antigen is placed in that

cluster and the antibody is reformulated by means of the

previous antibody of cluster and the antigen. If no cluster

is selected for that antigen, a new cluster is created and it is

set as antibody of the newly created cluster.

In testing phase, a new antigen of each hour for fore-

casting day is created by calculating themean value of three

consecutive previous days’ actual loads of the same hour.

This new antigen is proceeded to the same hour immune

network and the cluster forwhich af􀅫inity value isminimum

is selected. The quality creation of the proposed method

is the forecasted error. The forecast error is calculated by

Mean Absolute Percent Error (MAPE), which is calculated

between predicted load and actual load of the same hour of

the predicted day. The framework of proposed method is

shown in Figure 1.

Fig. 1 . Structure of proposed approach

Training stage is based on AIN creation, cluster clas-

si􀅫ication, and cluster’s antibody upgradation rules for each

antigen. Testing stage is based on antigen generation for

the predicted date, AIN, and cluster of AIN selection for this

antigen and forecasts the antibody of selected cluster as a

system load. Error stage has evaluated the performance

of proposed approach. An error is calculated between the

predicted system load and actual system load.

Notations and terminologies used in this approach

are as follows:

Antigen (Ag): An Ag is each hour system load of a day. Im-

mune Networks (INs): An IN is created based on all same

hour system load of each day of training data. Ins = IN1, IN2,

…., IN24, where IN1 is 1st immune network, has 1st hour

system load of each day in training set.

Clusters (C): Each IN has clusters C = C1, C2,….,Cv ,

where v = 1, 2,….,v indicates the cluster number and C1,

C2,….,Cv each cluster has antigens whose af􀅫inity value is

< = θ . Af􀅫inity value is the difference between antibody

of a cluster and the antigen. Antibody (Ab): An Ab is the

dynamic mean value of all antigens in a cluster. The entire

data set is divided into two different day types: holiday and

weekday. These two day types are trained and tested sepa-

rately by our method.
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Algorithm description: Proposed STLF strategy of the

immune memory creation can be divided into two-stage

training and testing.

A. Training Stage

Training stage can be summarized in the following

steps:

Step 1: Load training dataset

Step 2: Create Immune Networks (INs)

Step 3: For each network

3.1 For each antigen

3.1.1 Af􀅫inity calculation and cluster selection

3.1.2 Cluster antibody hypermutation

A 􀅫low diagram of the training stage is shown in Figure 2.

Fig. 2 . Flowchart for training stage of IN algorithm

Step 1: Historical dataset is divided into two sub-

sets: training dataset and testing dataset. The 􀅫irst 3/4th

sequences of the time series are included in the training set

and remaining dataset is included in testing dataset.

Step 2: 24 immune networks are created and components

are the following hourly system loads. These system loads

are antigens for each immune network.

Step 3: The algorithm stops if all immune networks are

trained.

3.1 Until all antigens of an immune network are trained.

3.1.1 Initially if there is no cluster for the immune network,

the algorithm creates a new cluster for 􀅫irst antigen and the

antigen is set to the cluster’s antibody.

For the other antigens of immune network, an af􀅫in-

ity is measured between cluster’s antibody and the antigen.√
{CiAb− CiAgj}2 (1)

Where d is af􀅫inity, i = 1,2,…., v indicates cluster’s

number and j indicates antigen. If the af􀅫inity of the antigen

is smaller than or equal to cross-reactivity threshold (θ), its

mean that the antigen lies in this cluster. Af􀅫inity for an anti-

gen is calculated by equation (1).

The primary objective of the cluster antibody hyper-

mutation is to improve the diversity of the immune system

in order to effectively recognize new antibody of the clus-

ter. The cluster’s antibody hypermutation (H) is realized by

equation (2).

H = CiAb+ CiAgj/2 (2)

The 􀅫low diagram and algorithm description of train-

ing stage mentioned above are to produce antibodies as the

classi􀅫ication rules. In proposed method, each piece of data

is de􀅫ined as an antigen to invade the AIN. If calculated

af􀅫inity between an antigen and antibody of a cluster is less

than the cross-reactivity threshold value θ, the antigen is

inserted into the same cluster and the antibody of cluster is

updated, otherwise, a new cluster is created and the antigen

is set as antibody of the created cluster.

B. Testing Stage

Testing stage of proposed approach predicts elec-

tricity load forecast value of next day by considering an

antigen that is created by the mean value of last three days

of same hour electricity load forecasted value as a testing

antigen. Testing stage of this approach can be summarized

as below:

Step 1: Immune network and antigen selection: IN is se-

lected based on the forecast hour of next day and an antigen

is created by mean of last three days’ actual system loads.

Step 2: Af􀅫inity calculation: Af􀅫inity is calculated between

antibody of each cluster in the selected immune network

and the created antigen.

Step 3: Cluster selection: In the identi􀅫ied immune net-

work, a cluster is selected based on the minimum af􀅫inity

value for the selected antigen. Minimum af􀅫inity (MinAf) is

calculated based on equation (3).
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MinAf = minv
i=1Af(i) (3)

WhereAf(i) = |CiAb−CiAg|and i = 1,2,……,v indi-
cates number of clusters in the selected immune network.

Step 4: Load forecast

Antibody of selected cluster is forecasted as system

load value for that hour. A 􀅫low diagram of the testing stage

is shown in Figure 3.

Fig. 3 . Flowchart for testing stage of IN algorithm

Error Calculation: Error calculation statistics play a

critical role in tracking forecast accuracy, monitoring for

exceptions, and benchmarking the forecasting process. We

have evaluated post-sample forecasting performance of this

method using MAPE, Mean Absolute Error (MAE) calcula-

tion. MAPE is calculated by the following equation (4):

MAPE =
1

24

∑
2

4i = 1 (4)

IV. EXPERIMENTAL RESULTS

We have implemented proposed approach of short-

term load forecasting in MATLAB R2014a, on the desktop

computer with Intel Core2 Duo E7500@2.94 GHz, 64-bit

Windows 10 operating system with 4GB memory (RAM),

and the cross- reactivity threshold value (θ) is 0.1. Cross-

reactivity threshold, θε (0,1) is used to decide whether an

antigen is joined in a cluster. Only one parameter, cross- re-

activity threshold (θ) is used in this model. The dataset is

taken from the website (http://gdudek.el.pcz.pl/varia/stlf-

data) for our experiment and dataset description is dis-

cussed in Table I.

TABLE 1

DATA SET FOR EXPERIMENT

Data Symbol Data Description

A Time series of the hourly loads of the

Polish power system from the period

2002-2004

Ourproposedmethod takesdata fromTable I, cal-

culates forecast loads and forecast errors. Actual load, load

forecast, and forecast error for the Polish power system in

Poland on June 22, 2004 (Tuesday) and December 10, 2004

(Friday) are shown inTable II andApril 18, 2004 (Sunday) is

shown in Table III. Corresponding actual and predict loads

are plotted in Figure 4, Figure 5, and Figure 6 respectively.

Besides, MAPE, MAE, Mean Error (ME), Mean Percentage

Error (MPE), maximum error, minimum error, maximum

absolute error, and minimum absolute error for these test

days are shown in Table IV. Low values of MAPE and MAE

in Table IV represent high forecast accuracy of our method,

which is discussed in Figure 4, Figure 5, and Figure 6. Low

values of ME and MPE in Table IV indicate that proposed

method has no considerable error bias.

Values of four other indicators of Table IV (low value

of MAE) represent stability of predictions of our load fore-

cast method. From Figure 4, Figure 5, and Figure 6, we can

also observe that the forecasted load curve accurately fol-

lows actual load curve without any sharp deviation. After

forecasting of each day, this data window proceeds by 24

hours and load forecast of next day is obtained.

Fig. 4 . Actual load (Blue), forecast load (Red) for Tuesday, June

22, 2004 of Poland
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TABLE 2

ACTUAL LOAD, LOAD FORECAST, FORECAST ERROR ANDMAPE OF THE POLISH POWER SYSTEM IN POLAND

Tuesday, June 22, 2004 Friday, December 10, 2004 Sunday, April 18, 2004

Actual Load Forecast Load Forecast Error MAPE (%) Actual Load Forecast Load Forecast Error MAPE (%) Actual Load Forecast Load Forecast Error MAPE (%)

13624.4 13268.2 356.2 2.614427 16680.65 16510.33 170.325 1.021093 12872.63 12995.85 -123.22 0.957225

13294.75 13226 68.75 0.517121 16447.2 16419.23 27.975 0.17009 12923.45 12870.28 53.17 0.411423

13220.33 13321.28 -100.95 0.763597 16518.8 16341.8 177 1.071506 12882.03 12930.13 -48.1 0.373388

12847.3 12894.03 -46.73 0.363734 16424.98 16390.68 34.3 0.208828 12979.55 12964.68 14.87 0.114565

12921.13 12950.68 -29.55 0.228695 16475.98 16506.63 -30.65 0.186028 13030.28 13023.5 6.78 0.052033

13824.98 13840.25 -15.27 0.110452 16733.08 16633.7 99.375 0.593884 12875.93 12783.25 92.68 0.719793

15439.78 15320.43 119.35 0.773003 17847.65 17690.53 157.125 0.880368 12832.95 13005.33 -172.38 1.343261

16420.7 16334.93 85.77 0.522329 19410.53 19338.85 71.675 0.369258 13002.13 13335.43 -333.3 2.563426

16894.48 16698.68 195.8 1.158958 19885.18 19915.43 -30.25 0.152123 13397.45 13654.05 -256.6 1.91529

16812.63 16741.05 71.58 0.425751 20127.3 20150.25 -22.95 0.114024 13759 13652.83 106.17 0.77164

17103.48 16962.4 141.08 0.824861 20171.78 20168.53 3.25 0.016112 13766.2 13614.73 151.47 1.100304

17068.58 16991.8 76.78 0.449832 20340.35 20346.4 -6.05 0.029744 13703.5 13533.48 170.02 1.240705

17059.3 16954.05 105.25 0.616966 20467.83 20455.23 12.6 0.06156 13698.15 13458.73 239.42 1.747827

16750.15 16684.28 65.87 0.39325 20692 20718.35 -26.35 0.127344 13540.9 13199.9 341 2.518296

16425.55 16461.25 -35.7 0.217344 20397.68 20493.3 -95.625 0.468803 13359.45 13056.3 303.15 2.26918

16147.63 16241.03 -93.4 0.578413 20620.25 20799.15 -178.9 0.867594 13078.33 12902.45 175.88 1.34482

15835.05 15942.73 -107.68 0.68001 21965.45 21938.2 27.25 0.124058 13031.45 12898.48 132.97 1.020378

15594.28 15670.7 -76.42 0.490051 21956.88 21907.53 49.35 0.224759 13149.7 12930.38 219.32 1.667871

15675.15 15713.25 -38.1 0.24306 21609.73 21588.98 20.75 0.096022 13852.93 13659.68 193.25 1.395012

15701.03 15898 -196.97 1.254504 21386 21415.03 -29.025 0.13572 15536.68 15298.15 238.53 1.53527

16458.9 16379.8 79.1 0.480591 20779.1 20785.13 -6.025 0.028995 15523.38 15062.6 460.78 2.968297

16418.3 16222.6 195.7 1.191963 19853.83 19916.78 -62.95 0.317067 14703.7 14530.5 173.2 1.177935

15334.68 15041.75 292.93 1.910245 18567.88 18489.98 77.9 0.419542 13694.55 13596.25 98.3 0.717804

14129.55 13971.5 158.05 1.118578 17431.1 17284.93 146.175 0.838587 12947.08 12905.68 41.4 0.319763

Fig. 5 . Actual load (Blue), forecast load (Red) for Friday,

December 10, 2004 of Poland

Fig. 6 . Actual load (Blue), forecast load (Red) for Sunday, April

18, 2004 of Poland

TABLE 3

MAPE, MAE, ME, MPE, MAXIMUM ERROR, MINIMUM ERROR, MAXIMUM ABSOLUTE ERROR ANDMINIMUM ABSOLUTE ERROR OF THE

PROPOSED METHOD OF POLAND DATASET)

MAPE (%) MAE ME MPE (%) Maximum Error Minimum Error Maximum Absolute Error Minimum Absolute Error

Tuesday, June 22, 2004 0.746989 114.7075 52.97667 0.336167 356.2 -196 356.2 15.27

Friday, December 10, 2004 0.35513 65.15938 24.42812 0.152843 177 -178.9 178.9 3.25

Sunday, April 18, 2004 1.260229 172.7483 94.94833 0.66418 460.78 -333.3 460.78 6.78
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TABLE 4

MAPE VALUES OF LOAD FORECAST METHOD OF [4], [5] AND

OUR PROPOSED METHOD FORWEDNESDAY (APRIL 21,

2004), POLAND (FOR THE TEST DATASET)

Methods MAPE (%)

MLP [4] 2.02

NN [4] 1.94

FE [4] 1.76

AIS [5] 1.88

Proposed method 0.94

Our method is compared with the load forecast

technique of NN, MLP, FE of [4], and AIS [5]. The MAPE val-

ues of load forecast method of [4], [5] and our proposed

method are shown in Table V and observed that the load

forecast error of our method in all test periods are consid-

erably lower than load forecast error of methods proposed

in [4] and [5]. This comparison clearly shows superiority of

our proposed method in comparison to load forecast meth-

ods mentioned above.

V. DISCUSSION

STLF problem is solved by AIN-based clustering approach.

The method has training and testing phase. Training phase

is used to train the method and testing phase to test the

method. Training phase generates INs and creates clus-

ters for each IN. In testing phase, an antigen is gener-

ated and cluster is selected which then forecasts the cor-

responding antibody of selected cluster, and is treated as

system load. A Cross-reactivity threshold value (θ) is used

to tune our method for selecting cluster. The method is

validated and tested by the data set taken from the web-

site (http://gdudek.el.pcz.pl/varia/stlf-data) and observed

to provide representative prediction of power demand in

STLF. The method provides an estimate with greater gran-

ularity and better accounting for the variability in system

load through the day. This can be of particular use if the cli-

matic conditions are used in STLF to predict system loads in

electricity market. Table V provides a comparison among

the results obtained from our method and some popular

short-term load forecasting methods. Results from our

method presented in Table V provide more representation

than other methods.

VI. CONCLUSION

Immune system has many interesting features such

as classi􀅫ication, clustering, and regression. These features

can be used in several prediction and optimization meth-

ods. In proposed promising technique, a new prediction

formulationofAIN for future load forecast is discussedhere,

which is state-of-the-art and time to market for short-term

load forecasting. The historical data are trained by our

AIS learning method, which also forecasts the appropriate

matching load for futuredata from the training set. A cluster

is represented by an antibody. The method has evaluated a

new antigen, which is mean of last three days’ same hour

actual load. This antigen is used in testing phase to identify

suitable antibody from a cluster and forecast system load

for the same hour. Ab and Ag play a major role in the whole

time series for future prediction of electricity load. Perfor-

mance and accuracy of this method are calculated which is

better than existing methods.

Climatic conditions are most important in this re-

search because electricity load will be in􀅫luenced by

weather. Here meteorological conditions are not deployed.

Further work will be concentrated on establishment of the

superior antibody receptor structure and considering of dif-

ferent atmospheric conditions like temperature, humidity,

and wind speed for reducing forecast errors.
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