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Abstract— The aim of this study is to harness the great potential of image processing techniques which

have evolved signiicantly in the last years, to build an automatic system to detect and diagnose breast

cancer in the digital mammographic images in order to help those interested people in this domain, such as

radiologists and specialists in oncology and to improve their performance by reducing error rates of breast

cancer diagnosis. As long as segmentation and extracting the effective features of mammograms play a

major role to isolate and classify suspicious regions which can be subject to cancer, in this work, we focus

on abnormality detection usingmulti-thresholding OTSU'smethod to segment the RegionOf Interest (ROI).

Then the texture features of the segmentedROI are extractedwhich are used to classify the ROI as normal or

abnormal tissue by using an Artiicial Neural Network (ANN). This system can correctly classify the tested

region by a rate of 93.80%.

© 2017 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Among the various kinds of cancer, Breast Cancer

(BC) is one of the most dangerous cancers [1], [2] and

[3] also it is considered the second leading cause of death

among women aged between 45 and 55 years, for early de-

tection, mammography imaging is one of the most effec-

tive tools because of its ability to detect abnormalitiesmore

than 2 years before they are obvious. In fact, a tumor at

the early stage appears as tiny shiny spots in the mammo-

graphic images [4]. These spots are calcium sediments. Its

scientiic label is Microcalciications (MCs) [5] and [6]. MCs

have a subtle nature, in most cases unclear in the images

and dificult to identify them where this constitutes a big

challenge for radiologists due to the nature of human vi-

sion system. Conversely, the second type of breast cancer

called Masses may be easier to detect due to the nature of

the size, shape and color contrast and at the same time some

types of masses can be dificult to detect as a result of tis-

sue nature, which may look similar to normal breast tis-

sue (parenchyma). In order to ameliorate the radiologists’

performance which has been leading to increase the treat-

ment eficiency and the survival chance at the same time, re-

ducing the misdiagnosis, sought a lot of specialists to other

technologies to help the radiologists in reading mammo-

graphic images and identify suspicious regions in the breast

and provide a second opinion for them to detect microcal-

ciications and masses earlier and to diagnose if those MCs

or masses are benign or malignant. These technologies are

Computer Aided Systemswhich supply better detection and

diagnosis techniques (Computer Aided Detection (CADe)

and Computer Aided Diagnosis (CADx)). This study pro-

poses an automatic system to detect and diagnose abnor-

malities in digital mammography images.

II. LITERATURE SURVEY

[7] have applied region segmentation after using

morphological operations, a set of features has been com-

puted from each of the segmented areas. In this work 57
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mammogram images were tested containing breast masses

from MIAS data set, including speculated, circumscribed,

and ill-deinedmasses. The result of using suchmethod has

reached 80%sensitivity rate at 2.3 as false-positives per im-

age.

[8] proposed extended Sobel, Prewitt and Kirsch

edge operators to locate and segment tumor from themam-

mography images. This method can detect the location and

edges of the tumor clearly better than using Sobel, Prewitt

and Kirsch edge operators, as well as using proposed ex-

tended 5x5 Sobel operator withmammography images giv-

ing better segmentation than extended Kirsch and Prewitt

operator.

[9] applied a study represented in collecting mam-

mography image to 58 biopsies to indicate breast cancer, in

which each mammogram was taken 10 -18 months earlier

than breast cancer detection to evaluate them. Marking two

regions, irst one corresponding to a malignant mass area

developed later, the second indicates the same region in the

irst region but on the normal breast, then 62 features of

texture and photometry have been calculated. This method

can detect breast cancer by nearly 72%.

[10] presented an adaptive genetic programming for

masses’ classiication. The performance of the genetic pro-

gramming classiier was good in discriminating between

malignant and benign masses with registered 99.5% accu-

racy in training and 98% in testing.

III. APPLİED METHODS AND PROPOSED SYSTEM

This work mainly introduces a system to detect ab-

normality in digital mammographic images using image en-

hancement techniques for eliminatingnoise aswell as to ob-

tain a better image contrast in order to segment the suspi-

cious region and igure out its features to train a classiier.

Figure 1 shows the steps of the proposed system.

Fig. 1 . Flow chart digram of the proposed system

A. Preprocessing

The goal of preprocessing is decreasing image ob-

jects as well as enhancing the breast’s edges before extract-

ing (ROI). Each stage of preprocessing is explained below:

Enhancement

-Unsharp masking

g1(x, y) = g(x, y) + f1(x, y)

f1(x, y) = 4g(x, y) − g(x − 1, y) − g(x + 1, y) − g(x, y −
1)− g(x, y + 1)

-Histogrammodiication:

Exponential modiication approach

g2(x, y) =

{
3x+ 5y + z

7x− 2y + 4z

− 6x+ 3y + 2z

B. Segmentation

Multi-thresholding OTSU’s method:

This method is used for dividing the image into sev-

eral classes. Thus, the work of this technique depends on

the nature of the lesion contrast. So, applying this method

to segment the abnormality requires careful choosing of the

number of the classes.
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C. Feature Extraction

Features are often used to point the numerical infor-

mation group that is pertinent to solve the computational

tasks related to certain applications. Moreover, they play a

very effective role to detect the mammographic image ab-

normalities due to its nature.

D. Feature Selection

In this step, probability density function (PDF) has

been used to select the best features among the 15 features

that were already extracted. The selected features are:

1. Optical Density Sum: the measurement of the integrated

abnormality optical density is un-normalized value.

2. Optical density variance: the variance function value of

the abnormality optical density is normalized value.

3. Standard Deviation:

The deviation describes the dispersion within a local re-

gion. It is determined using the following:√
1

MN

∑M
i=1

∑N
j=1(p(i, j)− µ)2

Where σ estimates the square deviation of the grey pixel

value p (i, j) mean.

4. Smoothness:

R = 1− 1/(1 + σ2)

Where R the measurement the gray level contrast that can

be utilized to create smoothness descriptors.

5. Skewness:

A number only describes the form of the distribution while

S describes the level of distribution of a pixel asymmetry in

the particular window around the pixel mean.

S = 1
MN

∑M
i=1

∑N
j=1(

p(i,j−µ)
σ )3

Where p is the pixel gray value at point (i,j), σ is the stan-

dard deviation and m is the mean.

6. Kurtosis:

K calculates the latness and peakness of a distribution pro-

portional to the distribution in normal case.

K =

{
1

MN

∑M
i=1

∑N
j=1(

p(i,j−µ)
σ )4

}
− 3

Where, p(i,j) is the pixel value at point (i,j), m and σ are

the Mean and Standard Deviation respectively. The -3 term

makes the value zero for a normal distribution.

Sum Variance:

This feature puts relatively high weights on the elements

that differ from the average value of P(i, j).

SV = 1
MN

∑G−1
i=0

∑G−1
j=0 (i− µ)2p(i, j)

E. Classiication

A neural network was designed to train the classi-

ier where the candidate regions which have already been

decided as abnormal or normal were utilized.

V. EXPERİMENTS AND RESULTS

A. Experiments

In this experiment we test our methods on mam-

mographic image containing a malignant mass.

Step I : Preprocessing:

1. Noise Removal

Heremedia ilter was applied on themammographic

image (mdb271) for removing the light problem which is

shown as dark lines in Figure 2.

Fig. 2 . The result of using the 2D media ilter

Extra image’s objects are removed in this step

by usingmorphological thresholding and contrast enhance-

ment techniques. Figure 3 shows the sub-steps results in

this process.
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Fig. 3 . (a) Original Image, (b) The result after using global

threshold, (c) The result after keeping the object with the

largest number of pixels and (d) The inal Image

3. Pectoral Muscle Removal

In this step pectoral muscle is removed by using con-

trast enhancement and geometrical techniques.

• Step II : Enhancement:

This step prepares the image for ROI segmentation by ap-

plying image enhancement techniques. Figure 4 shows the

resulting image and the mass (suspicious region) appears

lighter.

Fig. 4 . The result of applying enhancement techniques

• Step III : Segmentation:

In this stage of system’s work, ROI (abnormal region) is ex-

tracted by using multi-thresholding OTSU. Figure 5 shows

the result of multi-thresholding OTSU.

Fig. 5 . Applying multi thresholding OTSU’s method, the

segmented region is shown

• Step IV : Feature Extraction:

After getting the features’ values as shown inFigure6

for all the mammogram images, a new value (attribute) has

been added to the crated dataset referred to as normality or

abnormality.

Fig. 6 . Snapshot of output result of the feature extraction

Fig. 7 . Snapshot of sub-images (mdb184)
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Fig. 8 . Part of the results after classifying a divided image

B. Classiication

Classiication is performed by using trained classi-

ier for each part where one tested image is divided into

sub images (16 × 16 parts). Figure 7 shows cancerous re-

gions surrounded by the red circles and Figure 8 shows part

of the result after classifying all sub images to appropriate

class either around 0 or 1.

C. Evaluation

After getting the statistical values shown in Table 1 (a) and

(b), we could evaluate the

TABLE 1

AFTER GETTING THE STATISTICAL VALUES SHOWN IN TABLE 1 (A) AND (B), WE COULD EVALUATE THE

No. Total of sub images Real abnormality TP FP FN TN P N

mdb 271 149 9 9 12 0 128 9 140

mdb 184 135 10 8 12 2 115 10 127

mdb 165 66 14 14 5 0 47 14 52

mdb 150 152 17 17 3 0 132 17 135

mdb 134 201 5 5 6 0 190 5 196

mdb 132 159 17 15 2 2 142 17 144

mdb 111 106 22 22 2 0 82 22 84

Could Evalute the proposed system by getting the fol-

lowing values: Average of CM = Sensitivity = 98.3134%,

Average of CR = 74.997%, Average of Speciicity = 92.28%

and Average of Accuracy = 93.8059%

Table 1(a)

Statistical values of the system performance

TABLE 2

STATISTICAL VALUES OF THE SYSTEM PERFORMANCE

NO. CM=TPR FPR CR=PPV F1 ACC

mdb 271 1 0.085714 0.428571 0.6 0.919463

mdb 184 0.8 0.094488 0.4 0.533333 0.89781

mdb 165 1 0.096154 0.736842 0.848485 0.924242

mdb 150 1 0.022222 0.85 0.918919 0.980263

mdb 134 1 0.030612 0.454545 0.625 0.970149

mdb 132 0.882353 0.013889 0.882353 0.882353 0.975155

mdb 111 1 0.02381 0.916667 0.956522 0.981132

V. CONCLUSION

Due to the enormous number of the breast anoma-

lies’ properties and thenature of thehumanvisual system, it

is normal that someabnormalities canbemissedormisclar-

iied. This work focuses on extracting the suspicious region

with inding useful features, multi-thresholding algorithms

for detecting and extracting the abnormality then collection

of the photometric and texture features that were extracted
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to build the classiier. The proposed sysetem has achieved a

sensitivity of 98.3134%, a correctnes of 74.997% , a speci-

icity of 92.28% and an accuracy of 93.8059%.
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