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In this research, the detection of traf􀅫ic signs based on the feature extraction vector and using support machine

vector classi􀅫iers and neural networks has been done. In this project, we intend to use methods to identify and

reset traf􀅫ic signs. In this study, a fast and robust method for detecting symptoms using algorithms in machine

vision is presented. The classi􀅫ication and recognition of signs is also done using smart classi􀅫iers such as neural

network and vector machine support. To get the right result, we categorize traf􀅫ic signs into different categories

such as mandatory signs or warning signs. The proposed model for recognizing traf􀅫ic signs consists of two parts.

The 􀅫irst part has the task of identifying the type of sign according to the categories done. And the second part is

responsible for identifying the type of sign in each of the categories obtained from the 􀅫irst part.

© 2024 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Intelligent transportation system or ITS for short is the

use of information and communication technology to im-

prove the performance of the transportation system. "The

word ITS refers to a set of tools, facilities and expertise

such as traf􀅫ic engineering concepts, software, hardware

and telecommunication technologies that are used in a co-

ordinated and integrated manner to improve ef􀅫iciency and

safety in the transportation system. ". In recent years,

transportation engineers, togetherwith experts in the 􀅫ields

of telecommunications and communications, electronics,

computers, etc., have created intelligent transportation sys-

tems or ITS by using information technology. (Bahlmann C,

2005).

In today's modern world, traf􀅫ic management and road

safety are of particular importance. One of the key aspects

of this management is the detection and identi􀅫ication of

traf􀅫ic signs. These signs act as vital tools to guide and

control traf􀅫ic and play an important role in reducing acci-

dents and increasing road safety. Due to the ever-increasing

growth of cars and the need for intelligent transportation

systems, the use of advanced technologies for automatic de-

tection of these signs has become a necessity. (GUO H-r,

2011)

Traf􀅫ic sign recognition can be a big challenge in image pro-

cessing and machine vision, especially in different lighting

and atmospheric conditions. In this context, feature extrac-

tion from symptom images plays a vital role in the perfor-

mance of recognition systems. Among the common meth-

ods for extracting features, we can mention the use of vec-

tor feature extraction techniques that can help to uniquely

identify different symptoms. (Mogelmose, 2012).

After the features, the next step is to use advanced classi-

􀅫iers such as vector machine (SVM) and neural networks.

These algorithms are well able to identify complex patterns

in data anddistinguishbetweendifferent symptoms. As one

of themost powerfulmethods in classi􀅫ication, Support Vec-

tor Machines (SVMs) have received much attention due to
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their high ability to work with high-dimensional data and

insensitivity to noise. (Jang, 2000) On the other hand, neu-

ral networks, especially deep neural networks (DNN), with

the ability of deep learning and detailed analysis of features,

represent tremendous advances in the 􀅫ield of machine vi-

sion and image recognition. In this paper, we will seek to

investigate the most ef􀅫icient methods of traf􀅫ic sign detec-

tion, focusing on feature extraction techniques and apply-

ing SVM classi􀅫iers and neural networks. Considering the

applications and bene􀅫its of each of these methods, we will

also analyze their performance and results in a real environ-

ment. It is hoped that this research can help improve road

safety and reduce traf􀅫ic accidents in the future. (Stallkamp,

2012).

Today, due to population growth, the expansion of the road

network, the development of intra-urban and road trans-

portation, as well as the increase of the speed parameter

in vehicles; The traf􀅫ic environment for road users, includ-

ing drivers of passenger cars, heavy vehicles, public vehi-

cles, motorcycle and bicycle riders, should be de􀅫ined and

speci􀅫ied in such a way that drivers can visualize the route

in advance andwith suf􀅫icient con􀅫idence and knowledge to

Let them continue on their way. This brings comfort to car

occupants as well as pedestrians. But despite the presence

of intelligent navigation systems, traf􀅫ic information, route

maps, traf􀅫ic signs, we still see the occurrence of accidents

by drivers, which is mostly due to the lack of attention to

the current traf􀅫ic signs on purpose or It is unintentional.

The important issue is to what extent drivers can be helped

to avoid possible accidents and dangers. To what extent do

the visual elements in the environment affect the amount

of violations and traf􀅫ic accidents? Can we take an effective

step in reducing accidents by using faster and more correct

recognition of graphic elements?

A. Statement of the problem

In the digital era and with the ever-increasing expansion

of the Internet, consumer behavior has become one of the

determining factors in the success of marketing strategies.

Companies and brands need to carefully analyze the behav-

ior and needs of their customers to survive and grow in

competitive markets. In this regard, one of the basic chal-

lenges that many organizations face is the lack of suf􀅫icient

knowledge of consumer behavior in the online space and

how it affects purchasing decisions. (Mogelmose, 2012).

The growing trend of online shopping, especially after the

spreadof theCoronavirus, hasmade it easier for consumers

to access products and services as quickly as possible. This

change in purchasing behavior has not only affected the tra-

ditional variables, but also led to the emergence of new and

more complex patterns of consumer behavior. As a result,

the correct understanding of these patterns and how they

interactwithmarketing strategies has become amajor chal-

lenge for marketers. (Theodoridis, 2003).

The main problem of this research can be de􀅫ined as fol-

lows: "Howdoes consumerbehavior in onlinemarketing af-

fect marketing strategies and how can companies optimize

their strategies by analyzing and understanding these be-

haviors?" In other words, it is necessary for organizations

not only to pay attention to the characteristics and needs

of their consumers in the online space, but also to use the

capacities available in this platform to design and optimize

marketing strategies. (Barnes N, 2008).

With changing consumer behavior and new purchasing

norms, organizations must be able to respond quickly to

these changes. In this regard, it is very important to iden-

tify the new needs and preferences of customers in the on-

line platform. The huge and diverse data that is collected

through the online behavior of consumers needs to be ana-

lyzed carefully so that they can be used in designingmarket-

ing strategies. The lack of appropriate analytical tools and

models can prevent the desired effect of marketing strate-

gies (Bishop, 1996).

Optimizingmarketing strategies according to consumer be-

havior requires a deep understanding of purchasing pro-

cesses, customer pain points, and existing barriers. Fail-

ure to pay attention to these issues can reduce the effec-

tiveness of marketing campaigns. In the highly competitive

online market, understanding consumer behavior can be a

competitive advantage for brands. Therefore, research in

this 􀅫ield can also help to identify the strengths and weak-

nesses of competitors. As a result, understanding the im-

pact of consumer behavior on online marketing strategies

is a necessity for marketing managers and can lead to im-

proved business performance and a better experience for

customers. This article examines this issue in detail and

tries to provide practical solutions for optimizing market-

ing strategies in the online arena by providing tangible data

and a case study. (Chen Z, 2011).

Recognition of traf􀅫ic signs is one of the most important

challenges in the 􀅫ield ofmachine vision and image process-

ing. These signs, which are linked to regular and identi􀅫i-

able cycles, play a key role in traf􀅫ic management and en-

suring road safety. With the ever-increasing number of ve-

hicles and the complexity of transportation networks, the

need for automatic systems to quickly identify and interpret

these signs has become an inevitable necessity. (Zaklouta,

2012).

ISSN: 2414-4592

DOI: 10.20474/jater-10.1.5



2024 Soltani B. – Recognition of traf􀅲ic signs .... 48

Existing challenges and problems

Variety and complexity of signs: Traf􀅫ic signs have various

shapes, colors and sizes. This variability may cause diag-

nostic systems to make mistakes, especially in different en-

vironmental conditions such as light and weather changes.

Complicated background: Images of signs may interfere

with backgrounds containing other materials and objects.

These interferences can lead tomisidenti􀅫ication ormissing

symptoms.

Lighting and atmospheric conditions: Factors such as sun-

light, rain, snowand fog canhavemanyeffects on thequality

of images and the ability to identify signs. These problems

can signi􀅫icantly affect the accuracy and ef􀅫iciency of detec-

tion systems.

The need for rapid learning and adaptation: Due to the con-

stant changes in sign design and new designs, recognition

systems must be able to quickly adapt to new information.

This requires advanced machine learning algorithms that

are capable of learning from new data and changing con-

ditions.

Reliability and accuracy analysis: Since traf􀅫ic signs are crit-

ical to maintaining road safety, high detection accuracy and

system reliability are extremely important. An incorrect de-

tection system can lead to severe and dangerous accidents.

(MAZINAN, 2014).

In order to solve these challenges, this paper investigates

and develops an approach based on advanced techniques

inwhich feature extraction vector is used to identify the key

features of traf􀅫ic sign images and support vector machine

(SVM) classi􀅫iers and neural networks are used.

Feature extraction: This section includes identifying and

extracting important features from sign images, such as

shapes, colors, and textures, which can help better identify

signs.

Classi􀅫ication using SVM and neural networks: The use of

classi􀅫ication methods based on SVM and neural networks

can effectively identify different types of symptoms and in-

crease accuracy even in dif􀅫icult situations. (M. Lalonde and

Ying Li, 1995).

Considering the challenges raised and the need for accurate

and reliable detection systems, this research investigates

and evaluates the combined performance of feature extrac-

tion vector techniques and SVM algorithms and neural net-

works in detecting traf􀅫ic signs. The aim of this research is

to increase the accuracy and ef􀅫iciency of detection systems

and ultimately improve road safety in real environments. It

is hoped that the results of this research can be used in prac-

tice and help the development of intelligent transportation

systems.

Necessity of conducting research

As a key research area in data science and machine vision,

automatic traf􀅫ic sign recognition has attractedmuch atten-

tion in recent years. This necessity can be examined from

different aspects: (Minhaj, 1377)

Increase in road accidents With the increasing number of

cars and the variety of road conditions, accidents and traf-

􀅫ic accidents have become one of the serious problems of

modern societies. According to global statistics, not pay-

ing attention to traf􀅫ic signs is one of the main causes of ac-

cidents. With the development of smart technologies and

automation systems, it is possible to reduce these incidents

through quick and accurate detection of symptoms.

Optimum traf􀅲ic management Traf􀅫ic signs play a vital role

in traf􀅫ic management, especially in densely populated and

high-traf􀅫ic areas. By using intelligent systems capable of

recognizing and interpreting these signs, it is possible to sig-

ni􀅫icantly improve traf􀅫ic 􀅫low and reduce travel time. This

capability, in turn, will lead to the reduction of pollution

caused by traf􀅫ic and the improvement of the quality of ur-

ban life. (Ruta A, 2010)

Technological advances The development of arti􀅫icial intel-

ligence and machine learning technologies allows us to use

more complex algorithms to analyze and process data. The

use of support vector machine (SVM) models and neural

networks as advanced machine learning methods can sig-

ni􀅫icantly increase the accuracy and reliability of symptom

detection. This research studies and evaluates the effec-

tiveness of combining these two approaches in diagnosing

symptoms. (Wang, 2012).

Variety and changes in the design of signs Traf􀅫ic signs are

constantly changing and updating. For this reason, recog-

nition systems require safety and fast learning. New tech-

nologies must be able to easily adapt to changes in the de-

sign of their signs to avoid misdiagnosis and misdiagnosis.

The current research seeks to develop adaptive and optimal

algorithms.

Increasing the need for automation and intelligent systems

Due to the growing trend of automation systems, such as

self-driving cars, the need for fast and accurate recognition

of traf􀅫ic signs is felt more andmore. Automation processes

require intelligent systems that can make decisions inde-

pendently. This research can help to improve the decision

making process in these systems. (Stallkamp 2012)

Increasing the satisfaction and safety of road users Correct

and accurate detection of traf􀅫ic signs can directly lead to

increased road safety and satisfaction of drivers, pedestri-
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ans and other road users. By improving the intelligence and

accuracy of detection systems, the risk of accidents is re-

duced and the assurance of compliance with traf􀅫ic laws is

increased.

Considering the mentioned challenges and necessities, it

seems necessary to conduct this research with the aim

of developing and improving traf􀅫ic sign recognition tech-

niques. This research can be considered as an effective step

towards improving the safety of road facilities and improv-

ing traf􀅫ic management in urban and suburban complexes.

It is hoped that the obtained results can be effective in de-

veloping smarter and safer systems for a better and safer

future. (Stallkamp, 2011)

Basics and background of the research

The basics of research for "recognition of traf􀅫ic signs based

on feature extraction vector and using support vector ma-

chine classi􀅫iers and neural networks" can include several

main parts. Below, these basics are explained:

All transportation systems need appropriate signs and sig-

nals to guide and control traf􀅫ic. Automatic recognition of

traf􀅫ic signs is one of the important challenges in image pro-

cessing and machine vision. This research examines var-

ious feature extraction techniques and classi􀅫ication algo-

rithms such as support vector machines (SVM) and neural

networks. Feature extraction is the 􀅫irst basic step in an

image recognition system, where important and visible fea-

tures of each image are extracted. These steps include iden-

tifying and extracting key information from traf􀅫ic sign im-

ages. (Ciresan, 2012)

B. Feature extraction methods

Edge-based methods: includes edge-based methods that

operate using edge 􀅫ilters such as Canny.

Texture-based methods: using techniques such as His-

togram of Oriented Gradients (HOG) to describe texture.

Color-based methods: such as extracting color features

from HSV or LAB color space.

C. Technologies of intelligent transportation systems

Smart transportation system is not just a new tool or tech-

nology. In fact, ITS enables the integrationof the transporta-

tion system. A transportation system generally includes

networks, vehicles, people and goods. Each component of

the transportation system has its own speci􀅫ications, or-

gans, and sometimes separate government agencies. But in-

formation technology is able to make all these components

into an integrated system. An information-centric trans-

portation system can help solve the old and false problems

between transportation and communication. People, goods

and information can be transferred from one point to an-

other and in many cases, to achieve this goal more effec-

tively, one can replace the other. For example, sending a let-

ter electronically is faster, cheaper and more reliable than

mailing it, or participating in a video conference instead of

traveling and attending the conference in another place is

much easier and more economical. Advances in informa-

tion technology can help create a fully integrated system for

years to come. (Cai Zi-Xing, 2013).

The percent reduction in accidents through the information

obtained from the entrance and exit of the highway (ramp),

speed control cameras, accident warning systems and the

program to help the safety of motor vehicles is as follows:

The results of the information obtained from the entrance

andexit of thehighwayare about 24%to51%showa reduc-

tion in accidents based on the 2 evaluated ranges. The per-

centage of accidents decreased due to the presence of speed

cameras from21%to11%. Accidentwarning systems show

a 33% to 41% reduction in accidents. Despite all these fa-

cilities and information and intelligentization of transporta-

tion, we still see accidents on the roads and paths, which are

usually causedbyhumanerror or violations. To reduce road

accidents, we must look for a solution to reduce human er-

ror and limit drivers to commit violations in order to mini-

mize accidents, and naturally reduce 􀅫inancial and life costs.

A simple solution for this is to put an intelligent systemnext

to the drivers to recognize traf􀅫ic signs on the roads or cre-

ate automatic driving in cars. (Wang W, 2012)

History of traf􀅲ic signs The 􀅫irst traf􀅫ic light in its present

form was used in 1921 in Detroit, Michigan. From this sim-

ple beginning, traf􀅫ic control systems that include a wide

range of equipment, such as: smart lights controlling inter-

sections, variable signs, speed control systems, etc., were

born. Over time, traf􀅫ic control lights were upgraded from

the primitive form or 􀅫ixed timing to its current form, i.e.,

intersection control based on counting the available traf-

􀅫ic, and in 1921, systems were installed in 5 points in the

United States, using IBM 1800 computers at that time. It

was planned. Doing the above tasks at that time was ac-

tually the beginning of using intelligent traf􀅫ic control sys-

tems, because these methods followed the way of progress

and systematization for traf􀅫ic control. (Loy, 2004).

The ITS program, which received attention in the 1991s,

has clear roots that go back to the research and develop-

ment activities that began in the 1961s by the US federal

government and industry-university cooperation. At that

time, a project was de􀅫ined by BPR Public Roads, now called

the Federal Highway Administration FHWA, to improve the
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safety and ef􀅫iciency of intercity travel. This program was

signi􀅫icantly different from past research activities in terms

of volume, perspective and concepts. (Zurada, 1992)

1) Advanced Vehicle Control Systems AVCS can actively

help drivers in driving and inform them of sudden danger-

ous situations or intentional or unintentionalmaneuvers, or

physically prevent them from continuing dangerous driv-

ing. The development of AVCS technologies is carried out

by the following authorities: Vartak, 2005).

1- The government in the national plan, which wants to in-

crease road safety, their capacity and system implementa-

tion.

2-Equipment and motor vehicle suppliers who are looking

for new products and systems and resort to tools that pro-

vide easier and safer driving.

These two trustees differ in the amount of technological in-

tervention in the active control of driving. In Europe, the

eSafety initiative is a joint industry-government initiative

aimed at reducing the number of accidents using ICT in-

formation and communication technologies. (Bayer, 1975))

Other AVCS technologies that are being developed include:

Fig. 1. Other AVCS technologies under development (Haykin,

1999)

Research background Themost advanced systemdeveloped

so far is called Traf􀅫ic Sign Recognition -TSR, which was de-

veloped at the Image Recognition Laboratory of the Uni-

versity of Koblenz-Landau in Berlin. This system uses ad-

vanced color-based zoning methods to 􀅫ind traf􀅫ic signs in

the image. (Chandaka, 2008) In the classi􀅫ication stage, TSR

uses neural networks and nearest neighbor methods. More

than 6000 images of traf􀅫ic scenes have been used to train

this system. TheaccuracyofTSR identi􀅫ication is about91%

and the time is less than 200 milliseconds. The research

group of the University of Genoa in Italy has also conducted

a research in the 􀅫ield of identifying traf􀅫ic signs in black and

white images using the method of calculating the correla-

tion coef􀅫icient. The accuracy of the designed system is be-

tween 92 and 96% and the total processing time is around

500 milliseconds. (Schalkoff, 2002).

Stallkamp and colleagues in 2012 applied multiple neural

networks to classify different driving signs. In order to

choose the appropriate network, the shape and color in-

formation available in the detection stage is used. The au-

thor presented only qualitative classi􀅫ication results. (Us-

ama Fayyad, 1998).

Research method

Designing a traf􀅫ic sign recognition system is associated

with many problems. The images taken have noise for var-

ious reasons. The intensity and weakness of the ambient

light affects the color of the image. The signs appear in dif-

ferent places on the image screen, also there are many ob-

jects in the scene, whose presence makes it dif􀅫icult to de-

tect the signs. Symptoms may not be exactly the same as

the de􀅫ined standard. The scale of the signs in the image

is variable (depending on the distance of the car from the

signboard, there is also a non-zero angle between the op-

tical axis of the camera and the vector perpendicular to the

surfaceof the signboard). The sumof the above factors com-

plicates the identi􀅫ication of traf􀅫ic signs.

Pre-processing

Before the images are given to the traf􀅫ic sign recognition

system, a pre-processing step is performed on the data. The

block diagram of the pre-processing stage is as follows:
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Fig. 2. Block diagram of the pre-processing stage (Avidan,

2004)

2) Convert the image to a gray image and apply a double

threshold At 􀅫irst, color images are converted into gray im-

ages. The following algebraic relation is used to convert im-

ages to grayscale images.

where R is the value of red color, B is the value of blue color

and G is the value of green color. The above relationship is

related to the NTFS standard. This standard has three pa-

rameters of color components I and Q as well as brightness

Y. The above relationship is related to the Y component or

the gray signal. A value of zero for this component indicates

ablackpixel, and thehigher its value, the closer it is towhite.

In the 􀅫igure below, an example of a color image and its gray

equivalent are displayed.

0.2989*R+0.5870*G+0.1140*B

Relationship number 1: from the algebraic relationship of

converting images into gray images,

Fig. 3. An example of a grayscale im-

age.

After the color images were converted to gray images with

numerical values between0and255using theOtsumethod.

Error! Reference source not found We convert the images

into binary images.

D. principal component analysis

PCA principal component analysis is among unsupervised

linearmethods for dimensionality reduction and feature ex-

traction. PCA provides a set of orthogonal vectors, called

loading vectors, ordered according to the size of the vari-

ance in the direction of that loading vector, suppose n sam-

ples of m variables in the training matrix X like relation.Er-

ror! No text of speci􀅫ied style in document-2.

Fig. 4. Relationship No. 2: Relation-

ships to improve charts

If we want to minimize the effect of random noise on the

PCA matrix so that it does not destroy the PCA matrix, we

must obtain the variances of the data in an optimal way,

in other words, the load vectors associated with a are kept

from the most useful exceptional values in the PCA matrix.

they become This action is similar to feature extraction in

pattern classi􀅫ication.

Selecting the columns of the load matrix (V) is the same as

selecting the load vectors, so after selecting a, the load vec-

tor becomes PER. The image of the samples in the matrix is
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a space with a smaller dimension containing the score ma-

trix T = XP and the image T returned to the m-dimensional

space of the samples is X = TP. The difference between X and

the remainder matrix is EX. The subspace left in the E ma-

trix has a low signal-to-noise ratio, and removing this space

from the X matrix can lead to a more accurate representa-

tion of the process.

DISCUSSION AND CONCLUSION

Themethodsused are related to the set of "recognition stan-

dard of German traf􀅫ic signs" which has been recently no-

ticed. This dataset includes two data sets, training and test-

ing. The training set consists of 39219 images that are in

43 classes, and the test set includes 12631. Road signs are

characterized by a wide variation in their visual appear-

ance in real world environments. For example, different

weather conditions affect the perception of road signs Dif-

ferent classes of signs must be recognized with high accu-

racy. Road signs are designed to be easily readable by hu-

mans. However, for computer systems, the classi􀅫ication

of traf􀅫ic signs is still As a challenge in pattern recognition,

both imageprocessing andmachine learning algorithms are

constantly being re􀅫ined and modi􀅫ied to improve this task.

Videos are stored in a raw Bayer-pattern format (Bayer,

1925). Data collection, annotation, and image extraction

were performed using the development and analysis of the

ADAF32 advanced NISYS framework, based on a module-

based software system. has been look at.

Fig. 5. Error! No text of speci􀅫ied style

in documen

This collection of traf􀅫ic signs includes images of more than

1700 examples of traf􀅫ic signs. Traf􀅫ic signs vary in size be-

tween 15 x 15 and 222 x 193 pixels. Images contain an 11%

margin (at least 5 pixels) around the traf􀅫ic sign to be used

in edge detection. The original size and location of the traf-

􀅫ic sign in the image (region of interest, ROI) in Error! No

text of speci􀅫ied margin Presentation writing is preserved.

Images are not necessarily square

Fig. 6. Presentationof random images

of 43 GTSRB classes

Fig. 7. Relative frequency of each class in the database
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Fig. 8. Size distribution of traf􀅫ic signs

It is divided into three different subsets (Figure GTSRB data

set speci􀅫ied style in document-23). The division is done

randomly but according to the account class and pathmem-

bership. This ensures that (a) the overall distribution of

each class is presented for each unique set and (b) all im-

ages related to a traf􀅫ic sign sample are assigned to the same

sets.

Fig. 9. : Classi􀅫ication of images in GTSRB database

The main division is separated into two categories: Full

training set and Test set. The 􀅫irst set is created for classi􀅫i-

cation training, where the samples are arranged in classes,

although this full training is done in contrast to the test set,

the classi􀅫ication is done by spatial information. The Basic

collection is divided into two parts. Full training does not

have location information. The training set is used to train

the classi􀅫ier and the Validation set is used to optimize and

improve the parameters of the classi􀅫ier.

According to theproposed structure, the simulationhas two

stages. The following table is related to the simulation re-

sults for the 􀅫irst step of the system, where the goal is to de-

termine the subset related to the image, in other words, in

the 􀅫irst step, it is determined which subset the image given

to the system belongs to.

TABLE 1

DETECTION PERCENTAGE IN THE FIRST STAGE

Multilayer perceptron neural network SVM

94/47 90/58

In the second part of the proposed system, there is a set of

6 different networks, each of which has the task of detect-

ing symptoms related to their subset. The following table

shows the results of each subset separately.

TABLE 2

DETECTION PERCENTAGE IN THE SECOND STAGE

Percentage of correct diagnosis Multilayer perceptron neural network SVM

Subset 1 95/75 95/72

Subset 2 91/34 97/50

Subset 3 96/49 97/06

Subset 4 80/03 84/91

Subset 5 91/57 95/95

Subset 6 93/40 91/34
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As can be seen in the above table, in most cases, SVM has

provided a better result than multilayer perceptron neural

network. Therefore, we have created the general structure

of the proposed system with the SVM network and have

trained and tested it. The following table presents the re-

sults of the 􀅫inal simulation.

TABLE 3

FINAL RESULTS OF SVM SIMULATION

speed limit Mandatory

symptoms

End of

limita-

tion

warning Speci􀅫ic

symptoms

Other inhibitory

symptoms

' Percentage

correct

95/70 98/60 97/05 89/90 95/91 93/18

Fig. 10. Table number 4: reference results

As can be seen in the tables, the results obtained in the ar-

ticle in question are better than the results obtained from

themethod proposed in this thesis. But the important point

that should be stated is that the algorithms used in this ar-

ticle are of very high complexity and require high cost of

calculations and time, if in the proposed method of this re-

search, the input dimensions of the system have been sig-

ni􀅫icantly reduced. and the number of entries has been re-

duced to 30 entries, which reduces the number of calcula-

tions and duration. Considering that the traf􀅫ic sign recog-

nition systemmust be real-time and give the answer as soon

as possible, and also this system is considered an assistance

system for drivers, it can be said that due to the speed of the

answer As if the proposed system can be used as an aid sys-

tem for recognizing traf􀅫ic signs.
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