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Abstract— This research purposewas to identify attention as the primary characteristic ofmindfulness,

among other cognitive features. The utility of training attention is evident in real-life situations such as

listening to others, driving a car, conducting amedical-surgical procedure, and so forth. Therefore, we argue

that devising a method for detecting themoment at which the attention is distracted would be bene􀅫icial to

the cultivation of attention. We have conducted research to develop a software framework that can model

attention pertaining to a particular task and give an alert when attention is distracted. The framework has

beendesigned to capture attention-relatedElectroencephalography (EEG)brainwave signals in response to

a speci􀅫ic task and to train an Arti􀅫icial Neural Network (ANN). The trained ANN can be used to receive EEG

signals during a task and determine an individual's attentiveness. Accordingly, a vibration alert is sent to an

individual's mobile phone to serve as a signal for the person to refocus attention. The framework has been

used to model attention during a lecture, and an experiment was conducted to assess the attentiveness of

students. The experimental results determined that 75%of studentswere able tomaintain attentionduring

a lecture, and vibration alert has been effectively supportive of regaining the attention. Hence, we conclude

that our software framework can be used to the model regaining attention in a session that requires the

focused attention.

© 2017 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

With the increasing popularity of Arti􀅫icial Intelli-

gence (AI), numerous intelligent techniques including Arti-

􀅫icial Neural Networks, Genetic Algorithm, Expert Systems

and Agent Technology [1] have enabled the development

of intelligent software solutions for real world problems

which could not be solved otherwise. AI techniques have

shown their potential in solving problems in mainstream

of science, medicine, engineering, and social sciences. In

the recent past, AI has also played a tremendous impact on

brain mind modeling and simulation [2, 3]. In this context,

research in EEG brain waves for mind controlled vehicles

[4], games [5] and wheel chairs [6] have recorded exciting

results.

In particular, researches have been conducted to

study brain wave signals generated under various mental

conditions such as emotions, anxiety, and attention regula-

tion. Among others, within the context of mindfulness re-

search, numerous researches have been conducted to study

the attention regulation as a key cognitive feature of hu-

man mind. In a broader sense, mindfulness is de􀅫ined as a

particular way of paying attention [7]. Thus mindfulness

is primarily about attention. Mindfulness or maintaining

attention can be taken as the single cognitive feature that
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energizes development of other cognitive features such as

retention, thinking, and regulation of emotions. Our lives

are full of events where we are required to maintain a high

level of attention. For instance, listening to something, fol-

lowing a lecture, reading, driving, counting, and shooting

can be stated as some regular activities requiring the main-

tenance of attention. In such events, people lose attention

without noticing themoment at which themind drifts away

from the main theme, and this surfaces the research gap

of requiring the detection of this particular moment and

supporting the regaining of attention accordingly. There-

fore, research into development of a device which detects

the moment at which the mind goes away and generates

an alert signal to bring the mind back would be of great in-

terest. Accordingly, we conducted a research to develop a

software framework which captures EEG brain waves per-

taining to attentive and non-attentive sessions and trains an

Arti􀅫icial Neural Network that can assess whether a person

is attentive in a particular session. The framework has been

used to test for attention regulation in a classroom scenario.

According to our experiment, 75% students have been able

to regain attention and get back to the lecture with the aid

of the alert signal generated by the device. The solution has

been developed as a mobile application that can run on a

smart phone. The framework developed in this research

can be used to model the regaining of the attention lost in

any session such as driving, shooting, listening and so on.

The development of the solution as a mobile app makes it

accessible for a very wide group of users. Undoubtedly, this

research will have a greater signi􀅫icance speci􀅫ically for the

worldwide student community for whom maintaining at-

tention in the learning process is of paramount importance.

A. Objective of the Study

The objective of this research is to develop a frame-

work for modeling of regaining the attention lost in a par-

ticular session that requires attention.

II. EMERGENCE OF BCI

The Brain Computer Interfacing (BCI) is a relatively

new area of research [8, 9]. This 􀅫ield was originally started

as an attempt to treat mentally impaired people [6]. How-

ever, at present BCI technology has been applied to a wide

spectrum of areas such as clinical research, atten-

tion monitoring, game playing, entertainment, education,

andmeditation. The BCI technology primarily uses the EEG

wave signals, which are electrical signals generated in the

brain due to the 􀅫iring of neurons pertaining to different

kind of activities in the brain. EEG signals are captured by

placing electrodes on or near the scalp with a high level of

accuracy [10]. Over the last two decades, capturing of EEG

wave signals has evolved fromwired technology towireless

technologies such as Bluetooth, and the merging of EEG

technology with wireless communication has accelerated

research in BCI. Nowadays, there are numerous applica-

tions utilizing EEG wave signals. Among others, the project

by Andersen, Juvik, Kjellen, and Storstein has used EEG

wave signals to steer a radio controlled helicopter [5]. With

their solution, they have been able to adjust the speed of the

rotor using the level of concentration in a test person and

lift the helicopter off the ground. Scherer has developed a

system [11] for classifying EEG signals using Fisher’s Lin-

ear Discriminant Analysis (FLDA) and simulating a virtual

keyboard for spelling. This identi􀅫ies left, right and down

thoughts. Yaomanee has identi􀅫ied locations on the scalp

that are suitable for detecting attention-related EEG signals

[12]. This study has shown that when subjects are atten-

tive, β activity in the brain is greater. Large number of EEG

appliances are available in the current market [13, 9]. Our

study showed that Emotive EPOC and NeuroSky are the

most popular EEG appliances that have been used for many

researches.

A. Emotive EPOC

Emotive EPOC has been considered as a research

grade EEG headset [14]. It provides 14 EEG channels with

wireless/Bluetooth connectivity. This appliance comes

with wet-sensors, and as a result, usage and maintenance

of Emotive EPOC require some additional care. Figure 1

shows an Emotive headset in common use. Emotive EPOC

runswith commonlyknownoperating systems suchasWin-

dows, Mac, Android and iOS, and currently it costs around

$400.

Fig. 1 . Emotive EPOC headset

The Neuro Sky Mindwave is a low cost single-electrode
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EEG headset, and it has been proven effective in detect-

ing user’s mental states [15]. It has one dry sensor which

is 􀅫ixed to the forehead area (Figure 2). It supports Blue-

tooth connectivity and is able to provide raw EEG data. For

development purpose, it provides C#.NET API, and its cur-

rent cost is around $99. This device is compatible with

Windows, Mac, Android and iOS. NeuroSky has won much

recognition from researchers for general purpose experi-

ments with brain waves.

Fig. 2 . NeuroSky mindwave headset

III. FUNDAMENTALS OF EEG AND ANN

A. Electroencephalography

In 1875, Physician Richard Caton discovered the

electrical currents in the brain. After 50 years, German

scientist Hans Berger proved that weak electrical signals

generated by the brain can be ampli􀅫ied and recordedwith-

out opening the skull [16]. The 􀅫inding of Berger marked

the birth of EEG technology. In 1934, Adrian and Matthews

discovered that the electrical activities in the brain produce

the waves in the range of 10-12Hz in regular activities [17]

and this research has coined the term “brain wave”. Latest

developments in EEG technology have offered two major

approaches, namely, invasive and non-invasive approaches.

An invasive approach requires physical implants of elec-

trodes in humans or animals. In contrast, a non-invasive

approach usesMagnetic Resonance Imaging (MRI) and EEG

technology to measure brain activities [16].

B. Placement of Electrodes

The positioning of electrodes on the skull to detect

EEG signals is a crucial aspect of receiving accurate wave

signals from the brain. An international standard for elec-

trode placements is known as the 10-20 system, and shown

in Figure 3 [16]. The term 1020 denotes the percentage

proportions de􀅫ined on the skull as shown in the Figure 3.

Electrode placement on the skull is de􀅫ined with

respective areas in the brain: F (frontal), C (central), T

(temporal), P (posterior), and O (occipital). The electrodes

namedwith the letters F, C, T, P and Q indicate the EEGwave

signals from respective areas of the brain. For example, F7

receives brain waves pertaining to rational activities. Fur-

thermore, Fp1 receives EEG brain waves related to atten-

tion. The NeuroSky Mindwave headset with a single sensor

has been designed to receive EEG signals from Fp1. T3 and

T4 receive signals pertaining to emotional activities, while

EEG waves near T5 and T6 are associated with capacity for

certain memories. Large collection of literature [8, 13, 9,

16] has described the placements of electrodes on the skull

for capturing EEG brain waves.

Fig. 3 . The 1020 standard of electrode placement [16]

C. Placement of Electrodes

EEG represents the voltage value generated by ac-

tions of neurons in the brain. An EEG signal is a wave simi-

lar to one shown in Figure 4. A typical EEG signal comprises

of 􀅫ive main EEG frequency bands, namely, α, β, θ,δ and γ

[16].

Fig. 4 . EEG wave [11]

The α waves have been identi􀅫ied with 8-13Hz fre-
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quency and 30-50 μV in amplitude. These waves are emit-

ted by the parietal and occipital regions of the brain and

they exemplify the mental states such as consciousness,

quietness or being at rest, thinking and blinking. The β are

of the range of 14 - 30 Hz in frequency and 5-20 μV in am-

plitude.

They are generated by the frontal region of the brain

in response to consciousness, alertness and thinking. The θ

waves have a frequency range of 4-7 Hz and an amplitude

of less than 30 μV. They come from parietal and tempo-

ral regions of the brain. The θ waves are generated dur-

ing emotional pressure, interruptions of consciousness, or

deep physical relaxation of the brain. The frequency and

amplitude ranges of δ waves are of 0.5-3 Hz and 100-200

μV respectively. They are generated by parietal and tempo-

ral regions of the brain and they are connected with deep

sleep, unconsciousness and anesthetized conditions. Fi-

nally, the γ band is 31-50 Hz in frequency range and 5-10

μV in amplitude.

They are representatives of cognition and percep-

tual activity. It is evident from the above that same kinds

of waves are generated by the different parts of the brain,

and a given emotion is generated by a combination of wave

bands. For instance, brain waves related to thinking could

be a combination of alpha and beta waves. As such, model-

ing the EEG analysis may not be effectively done by math-

ematical techniques pertaining to wave analysis. Based

on the proven potential of (AI) techniques to model non-

algorithmic systems, we have been motivated to use, Arti􀅫i-

cial Neural Network [18], an approach to AI [19], to model

EEG wave analysis to detect associated emotions.

D. Arti􀅲icial Neural Network

ANN has been the oldest AI technique, which was

originated in the early 1940s [6]. It is a model of human

brain which encompasses a network of neurons. The neu-

rons in an ANN work as processors while the connections

work as memories. This technology can learn from even

non-algorithmic, noisy, and incomplete data and model so-

lutions which cannot be algorithmically computed.

Among other features of the brain, ANN is capable

of implementing cognitive tasks such as classi􀅫ication, gen-

eralization, recognition and abstraction. Typical computer

model of single neuron ANN is depicted in Figure 5. In the

ANN model, each neuron computes the functions of sum-

mation and activation.

Fig. 5 . ANN with a single neuron

In the ANNmodel, the inputs x1, x2, x3, ….. xn are bound

with the neuron with the corresponding weights: w1, w1,

…wn. The weighted sum, net, of the input is considered as

the effect on the neuron due to the input. The output gener-

ated by the neurons is computed by applying an activation

function f on the weighted sum net.

If the f (net) is greater than a certain threshold value

T, we say that the neuron is 􀅫ired due the input applied.

If the neuron is 􀅫ired, then the neuron produces an out-

put value. A typical ANN comprises of multiple layers with

many neurons in each layer. An ANN can learn a given data

set by adjusting the weight over the learning cycles. Long

established research in ANN has shown that any complex

real world problem can be modeled by a three-layer arti􀅫i-

cial neural network with one input layer, one output layer

and onemiddle layer, known as hidden layer. Further it was

noted that an ANN provides more generalized solutions,

when the number of hidden layers is increased in the ANN

architecture.

E. Training of ANN

There are two modes of training of ANN. They are

known as supervised training and unsupervised training.

The supervised learning is applied to model the real world

problems where the training data are available as pairs of

inputs and corresponding desired outputs. Many applica-

tions such as pattern recognition, object identi􀅫ications, etc.

are developed through supervised training mode.

In contrast, the unsupervised training is applied for

the inputs which have not got corresponding output values.

This mode of training is suitable for discovery of trends,

models, patterns, etc. in a given data set. In both modes

of training, there are speci􀅫ic learning algorithms. Among

others, back-propagation training algorithm has been the

most popular training algorithm for supervised learning
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of multi-layer ANN. Training of ANN for our research in

EEG recognition has also been done in the supervisedmode

with the use of back-propagation training algorithm. The

choice of the supervised mode of training is trivial as we

train the EEG wave signals knowing whether the particular

wave refers to an attentive or a non-attentive session.

F. Mobile Application

Our research is not con􀅫ined to identi􀅫ication of at-

tentive and non-attentive sessions; it goes a step further to

generate a vibration alert to the user to inform him/her of

the situation of his/her alertness. For this purpose, we se-

lected mobile telephone technology that comes with wire-

less communication via Bluetooth. It is undisputed that

mobile phone has already become one of the most widely

used, powerful and user-friendly technologies in the mod-

ern world. In our research, a smart phone with Android

operating system has been used to communicate the result

of the EEG wave recognition and to generate a vibration

alert to the user when the attention is distracted. In this

sense, the ANN has been built to run on a smart phone.

However, building of an ANN for given scenario requiring

attention should be done on a PCwith the use of the Frame-

work described below. This is because the Framework is

too large to execute on a smart phone for building the ANN.

Once the ANN is built on a PC, which runs the Framework,

an ordinary smart phone then can run the application.

IV. METHODOLOGY

We have developed a Software Framework for mod-

eling the regaining of attention in real world tasks requiring

attention. In the 􀅫irst place, the Framework allows captur-

ing of EEG signals and preprocesses the signals for training

an ANN.

The Frameworkwith the trained ANN can be used as

a device for analyzing the level of attention of a personwhen

involving a particular task. The Top Level Architecture of

the Framework is shown in Figure 6. Next we brie􀅫ly dis-

cuss the role of each module in the architecture.

Fig. 6 . Top level architecture of the framework

A. Data Acquisition Module

The Data Acquisition module receives EEG brain

wave signals from the NeuroSky Mindwave headset. This

headset comes with a single dry sensor, which is speci􀅫i-

cally designed to receive attention-related EEG waves. The

sensor is 􀅫itted to capture the brain waves emitting through

the left frontal (Fp1) area of forehead. In the Framework,

this module can acquire the EEG signals from any attentive

session such as driving, shooting, listening, etc. The Neuro

Sky Mind wave headset outputs the preprocessed time do-

main frequency band related data during each second. Raw

voltage values are output at a frequency of 512. NeuroSky

Mindwave headset has been designed to send preprocessed

EEG waves to a computer or a similar device via Bluetooth.

The Data Acquisition module can also be customized to

receive EEG signals from another headset such as Emotive

EPOC.

B. Data Conversion Module

Data conversion module receives the time domain

analogue signals from the headset through the Data Acqui-

sitionmodule, and it converts these signals to the frequency

domain. In this case, the data conversion module uses the

Fast Fourier Transformation (FFT) to produce an optimized

conversion of EEG waves from time domain to frequency

domain. Some standard libraries used for FFT have been

built into the Data Conversion Module in the framework.

The output of the data conversion module would be the
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value of α, β, θ,δ and γ corresponding to the EEG wave cap-

tured. This module can specify the duration at which the α,

β, θ,δ and γ should be sent as the output of the module.

C. Artifact Removal Module

As stated, the EEG signals produced by the head-

set include a combination of brain activities related to a

particular task and some artifacts due to various reasons.

For instance, an eye blink could add some artifacts for an

EEG wave signal generated regarding a certain brain activ-

ity. Obviously, it is required to remove the effect of artifacts

before processing the EEG signals.

Some 􀅫iltering techniques that are available in Neu-

roSky headset were used for removal of effects of artifacts.

In addition, we used the Independent Component Analysis

(ICA) to 􀅫ilter the unwanted signals. ICA 􀅫iltering decom-

poses the disturbed EEG wave signals into independent

components thereby allowing the removal of unwanted

parts of the signal.

D. Data Veri􀅲ication Module

Data veri􀅫ication module ensures whether the EEG

signals collected from a particular session actually repre-

sent attention or something else. For example, if we con-

sider the number ofmistakesmade in a counting exercise as

a measure of attention in the session, we should make sure

that the number of mistakes actually represents attention

and not something else such as concentration or memory.

As such before developing an ANN for a given EEG

wave set, Data veri􀅫ication module uses some standard in-

struments available for measuring the attentiveness. At

present, our framework assumes that the EEG waves gen-

erated represent the attention. As such this module is yet

to be developed.

E. ANN Training Module

ANN Training module is the core of the system. In

fact, the functionalities of the above three modules are al-

ready built into NeuroSky Mind Wave set to a great extent.

All the steps from data acquisition to data veri􀅫ication can

be consideredas thepreprocessing steps toprepare theEEG

wave signals for training an ANN. The module for training

of Arti􀅫icial Neural Network has been supplied with vari-

ous training algorithms and strategies. Since backpropaga-

tion algorithm is popular for training of ANN in supervised

mode, the current ANNmodulemainly implements the said

algorithm. This module could be extended with various

training algorithms.

F. Android App Mobile Interface

The framework has been designed to train an ANN

and install in a smart mobile phone. As such we have also

developed an android App to execute the trained ANN from

a smart mobile phone. The Android App can also work as

the interface for the Framework for building ANN for atten-

tive sessions and application of trained ANN to investigate

attention level regarding desired tasks or sessions. More

importantly, the App has also been developed to have the

ability to monitor and maintain attention and to send a vi-

bration alert so that the user can regain the lost attention

without further delay.

V. RESULTS

Framework has been used to build an ANN by con-

sidering data generated in a listening test of IELTS exam-

ination. Given that listening is a well-known task requir-

ing attention, we have used IELTS listening test results for

building an ANN for our experiment. In order to generate

data, we applied IELTS listening tests for 40 students. The

duration of the listening test was limited to 5minutes, and a

similar test was repeated for 4 times. Repeating the similar

test for several times was done to generate more data for

training of the ANN to achieve a higher level of generaliza-

tion. It should also be noted that 5-minute sessions for 4

times were recorded, instead of recording 20-minute du-

rations at once to avoid overhead of processing large EEG

wave 􀅫iles by the Framework.

On the other hand, knowing the fact that when the

duration is longer the attention is lower, we did not want

to generate data from a session where the attention could

be knowingly low. During these sessions, the framework

collected the EEG wave signals and recorded at a sampling

rate of 512.

Further, 􀅫iltering is applied on EEG data with a cut-

off frequency of 50Hz. It should be noted that single sub-

ject comprises of EEG waves generated for 5 minutes for 4

such repeat sessions at a rate of one EEG wave per second.

Thus, the number of EEG waves considered for one subject

turnout was to be 1200, i.e. 4x5x60. Regarding each sub-

ject, we applied 1200 EEG wave signals to the ANN. Each of

these wave signals generated an attention value between 0
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and 1. Note that the mean value of attention of a single

subject over 1200 EEG wave signals was computed as the

measure for attention of a given subject. Regarding each

subject, the actual attention level was computed as a mea-

sure of the scores obtained by the particular student in the

IELTS.

Having preprocessed the EEG wave signals through

three modules, the Framework trained an ANN according

to the three-layer architecture shown in Figure 7. Accord-

ing to Figure 7, 􀅫ive wave bands of the signal, namely, delta,

theta, alpha, beta and gammawere used as the components

of an input to the ANN. Furthermore, the output layer of

the ANN was designed with a single neuron to generate the

output between 0 and 1.

The score of IELTS marks for each session was used

as ameasure for the attention. ANN trainingwas carried out

using Backpropagation training algorithm. We used 50% of

the data collected to build the ANN and the remaining data

for the testing purpose.

Generation of a vibration alert is an essential feature

of our project. This feature enables timely noti􀅫ication to

the user when the mind starts wandering. The effect of the

vibration alert generated by Mobile App was evaluated by

interviewing each student. They were unanimous that vi-

bration alert generated by the mobile App enabled them

to immediately detect the moment at which the attention

was disrupted. This vibration alert brings the mind back

quite naturally, like when a sleeping person is awakened by

another person sitting next to him/her.

Fig. 7 . Architecture of the arti􀅫icial neural network

TABLE 1

RESULTS FROM THE EXPERIMENT

Subject Mean Attention Level IELTS Test Marks

Subject 1 75 80

Subject 2 77 92

Subject 3 88 100

Subject 4 61 55

Subject 5 42 45

Subject 6 22 40

Subject 7 16 32

Subject 8 91 100

Subject 9 60 82

Subject 10 44 40

Subject 11 55 70

Subject 12 78 90

Subject 13 80 100

Subject 14 61 62

Subject 15 42 25

Subject 16 77 68

Subject 17 92 100

Subject 18 85 100

Subject 19 53 70

Subject 20 17 10

VI. DISCUSSION

Table 1 shows the analysis of results generated by

the trained ANN, built by the Framework, regarding the ex-

periment conductedwith 20 subjects. The results show that

the ANN developed using the Framework has been able to

determine the level of attention of the students with 75%

accuracy regarding 20 subjects. Table 1 also shows that

the attention level determined by the trained ANN and the

IELTS scores of the listening test have a positive co-relation.

At this point, it would be worth discussing why 25% of pre-

dictionmade by the ANN has been inaccurate. There can be

several reasons for this.

Probably the most apparent reason would be that

the number of EEG wave signals used for training the ANN

may not be adequate. Further, the trainingwould have been

more accurate and generalized, if a larger number of hid-

den layers had been used for the ANN architecture. On the

other hand, accuracymay have been in􀅫luenced by the noise

of the EEG data. In other words, the steps of data acquisi-

tion, conversion, artifact removal and veri􀅫ication may not

have represented the attention level accurately. As stated,

the data veri􀅫icationmodule is yet to be implemented in the
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framework. Ideally, we should have used a standard instru-

ment for measuring attention level corresponding to each

generated EEG signal. However, according to Table 1, at-

tention levels have a positive correlation with IELTS marks.

Thus, the use of IELTS scores as a measure for attention in

the training of ANN would not be a problem.

Nevertheless, if the training was conducted for a dif-

ferent session, e.g. driving, we would have to use an instru-

ment [20, 21] for validating the representativeness of EEG

data for the attention. It should be noted that any data used

for attention modeling must be 􀅫irst veri􀅫ied to make sure

that the data actually represent the attention. Although Ta-

ble 1 shows a signi􀅫icant positive correlation between IELTS

marks and attention level, we admit that data veri􀅫ication

should have been done to comply with the standard prac-

tice of research of this nature. It is evident from the result

that the Framework for modeling the regaining of attention

is very encouraging.

ANN built by the Framework has been able to deter-

mine the level of maintaining attention with 75% accuracy.

According to users, deploying the trained ANN as an An-

droid App has become a value addition to the attempt in

the project. The result of the interview about regaining at-

tention through vibration alert has been very encouraging.

Consequently, this tool can be used as a personal device that

helps individuals to monitor and cultivate attention. More

importantly, this tool can be used in class room scenarios,

driving, shooting, reading and many other tasks requiring

attention to capture EEG signals for developing an ANN and

subsequently to use the trained ANN for investigating the

development in attention.

In summary, we conclude that the current Frame-

work offers a simple and low-cost tool kit for modeling the

sessionswith attention and also ameans for giving alert sig-

nals for regaining lost attention. The key implication of this

research is that the detection of attention loss in a timely

manner has a major impact on assisting a person to regain

the lost attention thereby allowing the person to maintain

focused attention in a session. More importantly, the acces-

sibility of the solution could be enhanced to reach a very

wide spectrum of people worldwide through the already

popular mobile smart phone.

Obviously, this solution will be of great signi􀅫icance

for students to maintain attention in an educational setup,

in particular. Literature provides evidence of research in

attention maintenance in various sessions. For instance,

Kunar and co-workers have studied the attention destruc-

tion by the telephone conversationswhile driving [22]. This

research shows the negative effect on attention when at-

tempting to generate words. Tracking of multiple targets

with multi focal attention has also been a topic in attention

research [23].

Findings of these researches are quite interesting,

in contrast to conventional thinking where attention is a

single focus phenomena. Of course, it is evident from sce-

nario such as driving, the attention must be maintained

over windscreen, side mirrors and rear mirrors. Nature of

the attention over multiple objects has a direct connection

with research in mindfulness [7]. A research by Hugdahs

and colleagues has studied the cognitive control and atten-

tion through neuroimaging data [24]. This work has some

connectionwith our research. However, our research is sig-

ni􀅫icantly different from these researches, since we do not

just monitor the attention, yet enables regaining of atten-

tion in timely manner.

VII. CONCLUSION AND FURTHERWORK

As stated in the discussion the Framework for Mod-

eling the regaining of attention has been able to determine

the level of maintaining attention with 75% accuracy. This

research can lay foundation for several further works. For

instance, one further work of this project would be the im-

proving of performance of the ANN built by the Framework.

This includes training of the ANN with more input data for

an enhanced architecture, use of more techniques for data

conversion and artifact removal, and veri􀅫ication of data

for their representation for attention. We also intend to do

an exciting further work to study how regaining attention

through vibration alerts helps to maintain an individual’s

attention in sessions with longer duration. Undisputedly,

maintenance of attention in longer sessions has been awell-

known concern in all spheres [25]. Even though we may be

able to maintain attention in shorter durations, it is harder

to do so in longer durations.

This is because we (human beings) naturally lose

attention in longer sessions due to biological and chemi-

cal reactions in the brain. However, we believe that our

computer-aided solution will be a positive intervention in

this regard. For instance, our further work would be able to

identify a person’s repeated loss of attention that very mo-

ment and direct the person to relax for a while for gaining

energy. We argue that before attempting to maintain the

focused attention, we should be able to detect the moment

at which the mind drifts away. This project can also be ex-

tended to integrate NeuroSky Mindwave headset with a

ISSN: 2414-3103

DOI: 10.20474/japs-3.2.1



2017 S. Charitha, K. Asoka, G. Philippe - Framework for modeling . . . . 50

standard tool kit that supports building and experiment-

ing with ANN. From a computational point of view, such

work will be a further extension of the utility of the overall

framework for attention modeling.
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