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At present, numerous people watch prerecorded TV programs as daily leisure. Concerning soap operas or sports,

the viewers may not want to be informed about the results before watching the programs; however, they may

check tweets on devices, such as smartphones, which can accidentally include contents referring to spoilers. To

avoid reading such content, several approaches were proposed to detect spoilers in texts (both long and short

ones), including tweets. In the study by Jeon et al. focused on detecting spoilers in tweets, only one person at-

tached labels to tweets, and the labeled tweets were used to train detectors. The trained detector was tuned for

one person and, therefore, could be unsuitable for others. A tweet published in the middle of a baseball game can

be considered a spoiler by some people and not by others; therefore, a personalized detectionmethod is preferred.

However, to the best of our knowledge, none of the related studies has considered such a personalized approach.

To address this problem, we propose a semi-supervised approach to detect spoilers in tweets using a support vec-

tor machine (SVM) in which each user attaches labels to tweets. After that, SVM executes the same procedure for

other unlabeled tweets through bootstrapping. To verify the suitability of the proposed approach to personalize

detectors, we conducted an experiment in which two participants were asked to attach labels to tweets. The ex-

perimental results indicate that this approach is eficient for personalized detection based on the Mann-Whitney

U test.

© 2019 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

At present, many people prefer watching prerecorded TV

programs as their daily leisure. Concerning soap operas

or sports, the viewers may not want to be informed about

the results prior to watching the programs; however, they

may check comments or tweets on devices, such as smart-

phones, to communicate with their acquaintances. Re-

cently, smartphones have been widely used all over the

world. Along with smartphones, Social Networking Ser-

vices (SNS), such as LINE and Twitter, have become popular.

Using SNS, people can describe their recent activities, share

their feelings on their daily lives, and so on. Comments on

SNS frequently refer to feelings about TV programs, some of

whichmay be related to the contents of soap operas, results

of sports, and other similar posts. Although it is entertain-

ing for people to exchange comments for sharing for sharing

their feelings on TV programs, particular commentsmay be

considered as spoilers by people who do not watch TV pro-

grams in real-time. Hereinafter, we denote such comments

as spoilers. Many people consider spoilers as frustrating,

and in some cases, this may even cause quarrels between

users. However, deciding on what kinds of comments cor-

respond to spoilers mainly depends on personal opinions.

To avoid reading such contents, several approaches were

proposed to detect spoilers in texts (both long and short

ones), including tweets. In the study by Jeon et al. [1] fo-

cused on detecting spoilers in tweets, only one person at-

tached labels to tweets, and the labeled tweets were used to

train detectors. Although the trained detector could be spe-

cialized about a particular person, the authors did not con-

sider whether the same trained detector was suitable for

other persons. In general, a tweet published in the middle

of a baseball game can be considered as a spoiler by some

people and as acceptable content for others; therefore, a
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personalized detectionmethod is required. However, to the

best of our knowledge, none of the current research work

has presented such a personalized approach.

In the present study, we focus on the tweets published on

Twitter that refer to the TV programs dedicated to profes-

sional baseball games in Japan. We propose a personalized

approach to identify whether or not a tweet in question can

be considered as a spoiler. Herein, similarly to the study by

Jeon et al. [1], we employ a semi-supervised approach [2]

to detect spoilers in tweets using a SVM [3, 4], implying that

each user attaches labels to several tweets which are then

inputted into the machine as the training data. Thereafter,

the SVM attaches the labels to the unlabeled tweets. Label-

ing is performed iteratively, with several unlabeled tweets

being labeled at once. To verify that the proposed approach

is suitable to personalize detectors, we conduct an experi-

ment in which two experiment participants are asked to at-

tach labels to tweets. The experimental results conirm that

the proposed approach can be eficiently applied to per-

sonalized detection according to the Mann-Whitney U-test

[5, 6].

The rest of the paper is organized as follows. Section II

describes the proposed approach. Section III provides the

details on the implementation and preprocessing of the

dataset. Section IVdescribes the experimental setup and re-

sults. SectionV represents the testingof the obtainedexper-

imental results. Section VI discusses the related research

works. Section VII concludes the paper and describes fu-

ture work.

II. THE PROPOSED APPROACH

To identify whether or not a tweet can be considered as a

spoiler, we construct an approach based on SVM that can be

used to classify tweets into two classes: spoilers and non-

spoilers. According to the study [1], we apply a semisuper-

vised approach to detect spoilers in tweets using SVM, im-

plying that each user attaches labels to several tweets. If

we used supervised learning, each user had to attach labels

to a large number of tweets, such as 1,000, which would be

burdensome to users and, therefore, dificult to use.

III. IMPLEMENTATION AND PREPROCESSING OF THE

DATASET

We have implemented the proposed system based on the

approach presented in Section II by using the Python lan-

guage and utilizing the Python library sci-kit-learn. In this

section, we describe the dataset (the set of tweets) we use,

preprocessing of the dataset, vectorizing the preprocessed

tweets, and the construction of SVM.

A. Dataset

As a training and testing dataset, we employed the col-

lection of tweets regarded to professional baseball games

of Yokohama DeNA Baystars in Japan published between

September 11, and October 10 in 2018. Overall, we col-

lected 10,000 tweets for 20 games, namely, 500 tweets per

game. While collecting tweets dedicated to a game, we di-

vided the games into ive periods and collected 100 tweets

for each period.

About concerning the tweets concerning Yokohama DeNA

Baystars, a hashtag baystars could be attached, and some

other hashtags could also be attached. However, it de-

pended on users whether or not to attach this hashtag.

Users may not attach any hashtag. To detect spoilers in

the tweets without hashtags, it was necessary to analyze

the contents of tweets. In the present study, we assumed

that the difference between the tweets with hashtags and

those without them was insigniicant. Therefore, we col-

lected only the tweets with the hashtag baystars. Although

this assumption may not hold, we considered that the ex-

periments should be conductedwith an appropriate dataset

in the irst place and considered the analysis of the contents

of tweets as a separate issue.

We used the Python library Tweepy [7] to collect the tweets

in question. We saved the tweets collected per game in a

separate Excel ile. Each Excel ile contained the contents

of the tweets in column A and the dates of publishing the

tweets in column B; the hashtags were deleted from ree

tweet's content.

We provided the Excel iles to the two experiment partici-

pants and asked them to indicate 1 or 2 in column C, where

one corresponded to a spoiler and 2 to a non-spoiler. The

experiment participants were university students aged be-

tween 20 and 22. In Table 1, we represent a part extracted

from the Excel iles, in which column A contains the con-

tents of tweets written in Japanese. It should be noted that

the target audience does not have to understand the mean-

ing of the contents of tweets in column A since the classii-

cation in column C depends on users.

B. Vectorizing Tweets

To construct an SVM, it was necessary to vectorize each

tweet. To do that, we irstly performedmorphological anal-

ysis on the Japanese language by using the Python library

Janome [8] and then preprocessed the sequence of words

as follows:

• Deleting URLs and replies

• Deleting numerals and symbols

• Transforming each word into the one in the original form
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• Transforming English alphabet symbols into the lower-

case and single-byte characters

• Transforming Japanese characters including Katakana

into the double-byte characters

• Replacing sequences consisting of the same symbol with

the single symbol: for example, replacing !!!! with !.

Besides the preprocessing steps mentioned above, we

delete the words of high and low frequencies. After prepro-

cessing, we vectorize each tweet as a Bag of Words (BoW)

[9] that is deined as a vector containing the frequency of

each word and then, simplify each obtained vector into a

vector in 64 dimensions by applying the Latent Semantic In-

dexing (LSI) [10].

With regard to deleting numerals, we note that as numer-

als may represent the score of games, it is deemed natural

to leave numerals. However, as a result of the conducted

experiments, we observe that deleting numerals allows in-

creasing the accuracy of the classiication. With regard to

deleting symbols, they were deleted as we consider that

they do not represent any meaning by themselves.

The aforementioned preprocessing steps are described in

detail below:

• Deleting URLs and replies. We delete URLs and replies

through regular expression matching. URLs are deined as

the strings starting with http:// or https://. Replies are

messages written as comments to the messages published

by other users. Replies start with @ that is followed by

alpha-numeric characters.

• Transforming each word into the one in the original form.

We transform words into the ones in the original forms by

using the Python library Janome [8].

• Replacing the sequences consisting of the same symbol

with the single symbol.

Users of Twitters in Japan typically repeat w or repeat a

vowel letter that is the last character of a word to indicate.

TABLE 1

EXTRACTED PART OF THE EXCEL FILE COMPOSED OF TWEETS

Tweet Date Classiication

18/09/19 2

18/09/19 1

18/09/19 2

18/09/19 2

TABLE 2

RELATION BETWEEN THE DIMENSION AND THE ACCURACY OF CLASSIFICATION

Dimeniosn F-Measure

2 0.571

4 0.615

8 0.631

16 0.659

32 0.692

64 0.702

128 0.691

The excitation or the disappointment. We normalize such

sequences by transforming them into a single character to

process them accordingly.

• Deleting words of high and low frequencies.

To do this, we use the Python library gensim [11]. The

words of high and low frequencies are not considered to

contribute to classifying the tweets. We delete the words

that appear in more than 80% of the considered collection

of tweets and those that appear in tweets less than ive

times.

After preprocessing, we denote the remaining words as the

characteristic ones. In the case when no words remain in a

tweet, we do not consider this tweet for learning. By vec-

torizing a tweet by BoW, we describe the resulting words as
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vectors in the dimension of the number of the characteris-

tic words in the tweet. In typical cases, the dimension of a

vector obtained by BoW becomes large, so that if we used

the vector without any change, constructing SVM might re-

quire high performance computers. Therefore, we decrease

the dimension by applying LSI. In the experiment, we con-

sidered dimensions between 2 and 128 and inally adopted

64, which allowed achieving the best accuracy, as shown in

Table 2.

C. Construction of SVM

While constructing SVM, we employed the semi-supervised

approach (also called bootstrapping), implying that thema-

chine attached labels to unlabeled tweets after training,

during which labeled and unlabeled tweets were inputted

into the SVM. In the bootstrapping, we consider the follow-

ing iterations:

(1) Learning by using the labeled tweets only

(2) Attaching labels to several unlabeled tweets

(3) Going back to (1).

When all tweets are labeled or when the number of iter-

ations reaches a ixed amount of times, we stop execut-

ing the algorithm. We employ semisup-learn [12], which

is a semisupervised learning framework for Python using

scikit-learn classiiers for the partially labeled input data.

We set the threshold as 80%, and the maximum repeating

time as 800.

IV. EXPERIMENTS

To evaluate the proposed approach, we conducted the ex-

periments to analyze two points: whether the user burden

related to labeling tweets was decreased and whether clas-

siication of tweets was personalized.

A. Decreasing the user Burden

In the experiment, we changed the ratio of the labeled

tweets between 10% and 100%, in 10% increments, con-

sidering all tweets, including the unlabeled ones. In the case

of the ratio equal to 100%, we performed the usual super-

vised learning.

Following the study by Jeon et al. [1], we evaluated the de-

tector in terms of the F-measure value (also called F-score),

which is the harmonic mean of the precision and recall.

We represented the precision, recall, and F-measures in Ta-

ble 3. For each ratio, we applied SVM 10 times, computed

the above three values, and estimated their average.

The outcomes presented in Table 3 indicated that the case

when 50% of the tweets were labeled achieved the best re-

sult. The case of 100%achieved the result worse than those

corresponding to the case of 50%. It took approximately

15 hours for each experiment participant to attach labels

to 10,000 tweets. As a result, in the long-time experiment,

the experiment participants might not recall which labels

rigidly they had attached to similar tweets that were bor-

derline between spoilers and non-spoilers.

TABLE 3

PRECISION, RECALL, AND F-MEASURE OF THE CLASSIFICATION

The Ratio of Labeled Data Percision Recall F-Measure

10% 0.654 0.656 0.650

20% 0.717 0.718 0.716

30% 0.717 0.717 0.717

40% 0.718 0.718 0.717

50% 0.740 0.741 0.739

60% 0.733 0.733 0.733

70% 0.735 0.735 0.734

80% 0.730 0.731 0.730

90% 0.727 0.728 0.727

100% 0.727 0.728 0.727

TABLE 4

EXTRACTED PART OF THE TEST DATA IN EXCEL, WHERE THE FIRST COLUMN CONTAINS THE TWEETS IN JAPANESE

Tweet Date Classiication by A Classiication by B

18/10/01 2 2

18/10/01 2 1

18/10/01 1 1

18/10/01 2 2
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B. Personalization

We consider that SVM A is the one that was constructed us-

ing the tweets labeled by the experiment participant A, and

SVM B is the one labeled by the experiment participants B.

We also prepared the two sets of the test data, which were

the sets of tweets labeled by the experiment participants

A and B. Here, we employed the same set of (unlabeled)

tweets for the experiment participants A and B. A part of

the test data is provided in Table 4.

After the learning, we checked whether SVM A was special-

ized for the experiment participant A by considering the

two sets of the test data. Labels were attached by the exper-

iment participants A and B, respectively. We checked SVMB

similarly.

We provide the obtained results in Table 5, which shows the

averages of the values of F-measure in Table 6 and Table 7

that appears in Section V. They indicated that the classiica-

tion results corresponding to the test data by SVM A were

closer to those of the classiication done by A and that the

classiication results corresponding to the test data by SVM

Bwere closer to those obtained by B. In the next section, we

describe testing onwhether these results have a statistically

signiicant difference.

V. TESTING

In this section, we describe the testing on whether or not

the results presented in Section IV have statistically signii-

cant difference. As the data obtained in the experiments in

Section IV did not follow the normal distribution, we used

the Mann- Whitney U test [5].

We let the group A be the F-measure values obtained by us-

ing the test data (tweets) labeled by the experiment partic-

ipant A for ten-time experiments, where the ratio of the la-

beled data is 50%. Similarly we let the group B be those

obtained using the test data labeled by the experiment par-

ticipant B. Herewe use the same name “groupA” and “group

B” for the values of the F-measure for either of SVM A and

SVM B.

We applied the two-sidedMann-Whitney U test [5] with the

signiicance level α = 0.05 and observed the test statistic be-

ing 20 and 0 for SVM A and SVM B, respectively, concerning

the following hypotheses:

• Null hypothesis: there are no difference between the

group's A and B.

• Alternative hypothesis: there are difference between

groups A and B.

For SVM A, the p-value was obtained as p = 0.023 ≤ α =

0.05, and the null hypothesis was rejected, so that the val-

ues of the F-measure had statistically signiicant difference

between the group's A and B. For SVM B, the p-value was

obtained as p = 0.000157 ≤ α = 0.05, and the null hypothe-

sis was rejected, so that the same conclusion was made. We

provide the data used for the testing of SVM A and B in Ta-

bles 6 and 7, respectively.

VI. RELATED RESEARCHWORKS AND DISCUSSION

Many approaches were proposed to detect spoilers aiming

to detect spoilers in tweets, similarly as in the present study,

to detect ones in reviews of books, and so on. Many of them

are based on machine learning, while others use keyword

matching. Among the detectors based on machine learn-

ing, several methods are supervised and others are semi-

supervised. We compare the proposed approach with the

existing ones from various viewpoints and provide corre-

sponding discussion below.

The simplest approach may be based on the keyword

matching method [13, 14] in which spoilers are iltered out

by using a set of keywords selected in advance. When using

this method, it is necessary to select keywords depending

on the topic of the tweets.

Another basic approach is to use the Latent Dirichlet alloca-

tion (LDA) [14], which can be applied to classify documents.

In [15], the authors suggest exploiting LDA to rank spoilers.

However, it is not applicable to short texts, such as tweets.

Several supervised approaches were presented to classify

microblogs, such as tweets. The approach presented in [16]

was aimed to classify tweets concerning the sentiment, by

using deep learning to divide them into two classes: posi-

tive and negative. In [17], it was proposed to classify tweets

concerning their subjectivity and objectivity. The method

suggested in [18] was intended to classify microblogs, such

as tweets on Twitter, into two classes: spam and non-spam,

by using the knowledge obtained from other media, such

as emails. The present research work also belongs to this

group of studies: classifying microblogs, such as tweets.

Themain idea of thepresent study is to use semi-supervised

learning and not supervised one. This approach was not

thoroughly investigated, except in work [1], as described

below in detail.

Jeon et al. [1] suggested a semi-supervised approach to de-

tect spoilers, as mentioned in Section I. Similarly to the ap-

proach proposed in the present study, and they used SVM

for classifying tweets into spoilers and non-spoilers.
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TABLE 5

F-MEASURE OF CLASSIFICATION BY SVMS A AND BW. R. T. LABELS ATTACHED BY THE EXPERIMENT PARTICIPANTS A AND B

F-Measure w.r.t. Labels Attached by the Experi-

ment Participant A

F-Measure w.r.t. Labels Attached by the Experi-

ment Participant B

SVM A 0.725 0.714

SVM B 0.701 0.741

TABLE 6

VALUES OF F-MEASURE USED FOR TESTING IN SVM A

The Person who Classiied the Tweets F-Measure Order

The experiment participant A 0.728 16

0.722 10

0.727 15

0.724 13

0.722 11

0.732 20

0.729 17

0.717 8

0.716 7

0.730 18

The experiment participant B 0.719 9

0.710 4

0.726 14

0.704 2

0.724 12

0.712 5

0.715 6

0.709 3

0.731 19

0.688 1

TABLE 7

VALUES OF F-MEASURE USED FOR TESTING IN SVM B

The Person who Classiied the Tweets F-Measure Order

The experiment participant A 0.702 5.5

0.702 5.5

0.700 4

0.704 8

0.692 1

0.704 7

0.706 9

0.709 10

0.699 3

0.695 2

The experiment participant B 0.745 16

0.741 15

0.748 19.5

0.735 12

0.745 17.5

0.738 13

0.740 14

0.730 11

0.748 19.5

0.745 17.5

The training dataset consisted of tweets, and some of them

were labeled by humans, and the others remained unla-

beled. Unlike the proposed approach, they utilized the four

predeined features of tweets:

• Frequencies of named entities, such as names of soccer

players, appearing in the tweets obtained by using the Twit-

ter Named Entity Eecognizer (TNER) [19];

• The objectivity of the tweets [17]: containing the facts

rather than emotions;

• Frequencies of the target verbs deined prior to the learn-

ing;

• The main tense of tweets.

The above features were inputted into SVM. In contrast, in

the present study, we transformed each tweet into a BoW

[9] representation and then simpliied it into a 64 dimen-

sion vector by using latent semantic indexing [10]. This is a
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relatively simple approach compared with that proposed in

[1], and yet, the obtained result in terms of the F-measure

is comparable to theirs. It should be noted that similarly to

the approach proposed in the present paper, they employed

datasets composed of the tweets corresponding to the spe-

ciic topics, such as “Dancing with the Stars” and the inal

of the 2014 World Cup. They considered several combina-

tions of the above four features, and the best achieved value

of the F-measure was 0.7839, while in the conducted ex-

periment corresponding to the present study, the value of

the F-measure was 0.741 for SVMB and 0.725 for SVMA, as

shown in Section IV. Moreover, as mentioned in I, the most

important difference is that in the present study, we demon-

strated that the proposed approach could classify tweets

depending on the user preferences.

Then, Changet al. [20] proposedanapproachbasedondeep

learning to detect the spoilers that did not require speciic

features, such as named entities used in other studies, sim-

ilarly as in [1] by Jeon et al. The system implemented in

the study by Chang et al. [20] included the genre encoder

and sentence encoder. The latter was used to extract the

sentence feature from input sentences in a form of vectors.

There, they used a layer to compute the weight referred to

as the attention weight corresponding to each word in the

input sentence based on the genre. The extracted sentence

feature vectors were then inputted into the classiier. In its

turn, the proposed systememploys the dataset composedof

tweets corresponding to a speciic topic: professional base-

ball games. We leave as a future work to develop the detec-

tors that mechanically incorporate genres of tweets.

Shiratori et al. [21] analyzed the spoilers related to soccer

games played by the Japan national team and published on

Twitter to identify what kind of information spoilers typi-

cally presented. They collected the tweets with hashtags,

such as daihyo and JPN, asked several college students to la-

bel the tweets, and then, analyzed the labeled tweets. Based

on the analysis results, they developed a detector based on

SVM, similarly to those proposed in the present study and

thework by Jeon et al. [1]. They employed BoWrepresenta-

tions as an input into the SVM, similarly to that implemented

in the present study. The difference with the present study

was that they divided tweets by time zones according to a

context of the games: winning, tie, and losing. They evalu-

ated the SVM based on the value of F-measure, which was

0.611. In the present study, the values of the F-measure

were equal to 0.741 for SVM B and 0.725 for SVM A, which

were better than the value 0.611 of the F-measure achieved

in the study [21]. Another difference was that their detec-

tor was not personalized while the ones proposed in the

present paper was.

Ueno et al. [22] developed adetector of spoilers in Japanese.

They used a detector proposed by Hijikata et al. [23] to de-

tect spoilers in reviews in English and in Japanese on prod-

ucts with stories, such as books. As a result, they found that

detecting spoilers in English achieved better result com-

pared to the task of detecting the ones in Japanese. They

observed that this was because the fact that sentences in

Japanese often omitted the subjects like “I”, “he”, and “she”.

To copewith this problem, they used the vector representa-

tion of tweets and arranged the vectors in the chronological

order. Thereafter, their detector learned the classiication

by using a long short-term memory network [24], a recur-

rent neural network. They evaluated the classiier by the

value of the F-measure, which was 0.55. The presently pro-

posed classiier achieves the value of the F-measure much

better than theirs, although the target data were different:

they considered reviews, and not tweets.

VII. CONCLUSIONS AND FUTUREWORK

In the present study, we proposed a method to prevent dis-

playing spoilers on Twitter based on the personalized SVM

and focused on inding the spoilers on professional base-

ball games of Yokohama DeNA Baystars in Japan. We im-

plemented the semi-supervised approach to detect spoilers

and tested its applicability by asking two experiment par-

ticipants to attach labels to several tweets in the dataset

that was then inputted into SVM. We analyzed the obtained

values of F-measures by applying the two-sided Mann-

Whitney U test with the signiicance level α = 0.05 and ob-

served that the values indicated the statistically signiicant

difference between the two groups of the test data labeled

by the two participants, respectively.

In the future, we plan to increase the values of F-measures.

Although in the present study, we have employed BOW rep-

resentations as the feature, we expect that the values can

be increased by considering other aspects, such as the burst

phenomenon on Twitter, while keeping the property of per-

sonalization. Moreover, we plan to develop detectors to in-

corporate genres of the tweets mechanically.
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