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Analysis and forecasting of the life cycle of vegetation are essential in planning agricultural work and monitoring

crops and forecasting their productivity. In practice, vegetation indices are often used that are calculated from

the values of satellite image pixels like normalized difference vegetation index (NDVI). Forecasting this index in

precision agriculture allows indicating problems related to agricultural crop growth in time and making timely

decisions about necessary measures to 􀅫ix these problems. In the paper transferring approach for data prepro-

cessing parameters and forecasting model is developed that provides forecasting of other normalized vegetation

index time series without new preprocessing and training if the Euclidean distance between the time series used

in the training and the time series using the data processing parameters and the forecastingmodel is small enough.

© 2018 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Human activities affect ecosystems, including the natural

vegetation cover. Vegetation cover change is important fac-

tors that affect ecosystem condition and function. A change

of vegetation cover may have long term impact on sustain-

able food production, freshwater and forest resources, the

climate and human welfare [1, 2].

Vegetation indices calculated from satellite images can be

used for monitoring temporal changes associated with veg-

etation. Vegetation Indices (VIs) are combinations of Dig-

ital Numbers (DNs) or surface re􀅫lectance at two or more

wavelengths designed to take out a particular property of

vegetation. Each of the VIs is designed to emphasize a par-

ticular vegetation property. Analyzing vegetation using re-

motely senseddata requires knowledge of the structure and

function of vegetation and its re􀅫lectance properties. This

knowledge enables the linking of vegetative structures and

their condition to their re􀅫lectance behavior in an ecological

system of interest [3, 4].

TheNDVI is developed for estimating vegetation cover from

the re􀅫lective bands of satellite data. The NDVI is an indica-

tor which quanti􀅫ies the amount of green vegetation. Past

studies have demonstrated the potential of using NDVI to

study vegetation dynamics. The NDVI data layer is de􀅫ined

as:

NDV I =
NIR−RED

NIR+RED
(1)

Where NIR is re􀅫lectance in the near infrared band of the

electromagnetic spectrum and RED is re􀅫lectance in the red

band of the electromagnetic spectrum.

Greener and dense vegetation have low red light re􀅫lectance

and ahighnear infrared re􀅫lectance, and thus highNDVI val-

ues. The NDVI real values, by de􀅫inition, would be between

-1 and+1,where increasingpositive values indicate increas-

ing green vegetation, but low positive values and negative

values indicate non-vegetated surface features such as wa-

ter, barren land, rock, ice, snow, clouds or arti􀅫icialmaterials

[5, 6]. The NDVI also has the ability to reduce external noise

factors such as topographical effects and sun-angle varia-

tions.

*Corresponding author: Arthur Stepchenko
†email: arturs.Stepcenko@edu.rtu.lv

The Author(s). Published by TAF Publishing. This is an Open Access article distributed under a Creative Commons Attribution-NonCommercial-

NoDerivatives 4.0 International License

http://crossmark.crossref.org/dialog/?doi=10.20474/Jater-4.6.1&domain=pdf
arturs.Stepcenko@edu.rtu.lv
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


215 J. adv. tec. eng. res. 2018

II. LITERATURE REVIEW

The analysis of forecasting studies [7, 8, 9, 10] of the NDVI

time series ismade in the paper and some shortcomings are

found. The studies [7, 8, 9] do not always achieve high fore-

casting accuracy, but it depends on various factors, e.g., the

use of additional data. Several studies used additional in-

put data such as data of temperature or rainfall data. Ob-

taining additional data may be dif􀅫icult, because these data

may not always be available for the speci􀅫ic pixel; more of-

ten these data are available for large areas (average values

in the municipality, district, etc.). Additional data also may

not be available for free.

In all examined studies little attention is paid to the data

preprocessing phase; preprocessing methods such as fea-

ture selection and feature extraction are not used, which

helps to prepare input data set for time series forecasting

tasks so that forecasting accuracy is increased.

Box-Jenkins ARIMAmodel as well as linear regression anal-

ysis used to forecast NDVI time series in several studies,

are linear forecasting methods and are not robust to noise,

while NDVI time series are nonlinear and noisy [11]. More-

over, the identi􀅫ication of a suitable ARIMAmodel is a time-

consuming and resource-consuming procedure.

III. DATA AND RESEARCH AREA

The research area used in the paper is Ventspils munici-

pality of the Republic of Latvia. Data set consists of 814

smoothedNDVI images obtained fromModerate Resolution

Imaging Spectroradiometer (MODIS) Terra satellite images

with 250 m spatial resolution, the temporal resolution of 7

days and 16-bit radiometric resolution. These images cover

the territory of Ventspils municipality. NDVI images were

downloaded from Data service platform for MODIS Vegeta-

tion Indices time series processing at Vienna University of

Natural Resources and Life Sciences. On the platform pre-

processing of MODIS Terra NDVI images are made that in-

cludes smoothing pixel values and 􀅫illingmissing values due

to cloud cover or bad weather conditions [12].

In the paper, nonlinear and nonstationary univariate NDVI

time series with elements of additive noise and seasonal

components are used [11]. Temporal resolution is 7 days.

The number of observations for each NDVI time series is

814 and an interval of values [-1; 1].

IV. VARIATIONAL MODE DECOMPOSITION

In Variational Mode Decomposition (VMD) model, it is as-

sumed that the real signal f consists of several sub-signals

uk, where k = 1,.., K. A sub-signal or intrinsic mode function

is an Amplitude and Frequency Modulated (AM-FM) signal

[9] and it can be described with Expression 2:

uk(t) = Ak(t) cos (φk(t)) (2)

where k is the sub-signal number, K is the number of sub-

signals, Ak(t)is k-th sub-signal amplitude and φk(t) is k-th

sub-signal phase.

To calculate sub-signals, it is necessary tominimize the sum

ofK sub-signal frequencybandwidth, provided that the sum

of allK sub-signals is equal to the original signal [7]. The un-

knowns are K sub-signal center frequencies and K intrinsic

mode functions that are centered on these frequencies.

To obtain the correct results in both signal endpoints, us-

ing the algorithm of variational mode decomposition, the

original signal is expanded, using “mirroring” [13]. The ex-

panded signal is twice as long as the original signal, and

its length is T. The Fourier transform is obtained from the

extended signal, and all calculations are happening in the

frequency domain. When all sub-signals in the frequency

domain are obtained, then using inverse Fourier transform,

the sub-signals in the time domain are obtained.

V. PHASE SPACE RECONSTRUCTIONWITH TIME

DELAY METHOD

The phase space is an abstract space, which describes a set

of possible states of the system, where each possible state

corresponding to the point in phase space [14].

For a chaotic time series, a phase space reconstruction with

a time delay method according to Taken’s theorem [15] is

used. Using theTaken’s theorem, a chaotic anddynamic sys-

temcanbedescribedwith a set of delayedvectors. Using the

phase space reconstruction method with a time delay, it is

necessary to 􀅫ind two parameters–the suitable values of the

embedding dimension m and time delay τ. The accuracy of

the time series prediction depends on these parameters.

VI. MODIFICATION OF VMDMETHOD AND THE

SUB-SIGNAL APPROXIMATION APPROACH

Theoriginal VMDmethoduses a “mirroring” algorithm[13].

Variational mode decomposition method works with a sig-

nalwhose length isT. However, from the perspective of time

series forecasting, this “mirroring” approach causes certain

problems – extended parts of time series gives investment

in sub-signal computing process, and hence affects the sub-

signal values. It leads to a problem, that they can forecast

with high accuracy only historical observations of time se-

ries when developing forecasting models.

To solve the problem caused by “mirroring”, one of the op-

tions is not to use the extension of time series but twice cut

the number of original signal observations received by the
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VMDmethod at the input. If the all original time series (that

is used as extended time series) is with the number of ob-

servations T, then the middle part of time series contains

N observations, and obtained sub-signal is corresponding

to those N observations. Now, the real observations of the

original time series will be replacing the extensions, and

sub-signal values will contain information about the true

value of input time series in the next time steps.

Accordingly, the extension at the beginning of the time se-

ries will include observations from the 􀅫irst observation to

the point obtained by the formula 3:

A =
T

4
+ 1 (3)

The extension at the end of the time series corresponds to

the observations of the original time series from point C to

the last observation. The endpoint of the new "original"

NDVI time series C is obtained by calculating the formula 4:

C = 3
T

4
+ 1 (4)

The calculated proportionality of “original” (fragment AC)

and “extended” time series correspond to a proportionality

of original and extended time series obtainedusing the orig-

inal VMD method. In other words, the original times series

length is half of the extended time series length, besides the

extended values is located at both endpoints of the original

time series.

However, this modi􀅫ication is not yet applicable for fore-

casting new values of the NDVI time series, because the ob-

tained sub-signal values are available only for the middle

part of the input time series.

Accordingly, the time series value, that can be forecasted

one time-step, will be located behind these middle part ob-

servations, in the time step t = N + 1, while in the NDVI

forecasting task need to forecast value in time step t = T +

1. Therefore it is necessary to obtain the sub-signal values

for all time steps. If the data set used in approximation algo-

rithm consists of the sub-signal u, whose number of obser-

vations isN, then by submitting this sub-signal as a vector to

the linear kernel function with a constant c = 0, is obtained

matrix N x N, and it is describes with an Equation 5:

K(u, u) =


u(1)u(1) u(1)u(2) . . . u(1)u(N)

u(2)u(1) u(2)u(2) . . . u(2)u(N)

· · · . . . . . .

u(N)u(1) u(N)u(2) . . . u(N)u(N)

 (5)

Solving the homogenous linear equations system with the

Singular Value Decomposition (SVD) method, whereas the

coef􀅫icient matrix is used the matrix 5, is obtained the null

space x that describes the matrix 6:

x =


x1(1) x1(2) x1(3) . . . x1(N)

x2(1) x2(2) x2(3) . . . x2(N)

. . . . . . . . . . . .

xN−1(1) xN−1(2) xN−1(3) . . . xN−1(N)

 (6)

Matrix 6 consisting of N-1 linearly independent solutions

and N variables. Now can overwrite the linear kernel func-

tion 5 as a linear kernel function, which at the input receives

a data set of two vectors: the NDVI time series y with N ob-

servations and the sub-signal u, as shown in matrix 7:

K([yu], [yu]) =


y(1)y(1) + u(1)u(1) . . .y(1)y(N) + u(1)u(N)

y(2)y(1) + u(2)u(1) . . .y(2)y(N) + u(2)u(N)

. . . . . .

y(N)y(1) + u(N)u(1) . . .y(N)y(N) + u(N)u(N)

 (7)

The null space (6) has one solution less than the number of

unknowns. It is necessary to obtain one more equation – to

􀅫ind the particular solutionw1 of the 􀅫irst non-homogenous

linear equations system, whereas the coef􀅫icient matrix A1

is used matrix 8.
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A =


1y(1)y(1) + u(1)u(1) . . .y(1)y(N − 2) + u(1)u(N − 2)

1y(2)y(1) + u(2)u(1) . . .y(2)y(N − 2) + u(2)u(N − 2)

. . . . . .

1y(N)y(1) + u(N)u(1) . . .y(N)y(N − 2) + u(N)u(N − 2)

 (8)

For depending parameter time series y, multiplied by the

scaling factor coef is used. The value of the scaling factor

is searched in the interval [0, 95 ; 1] with a step 0.000001.

By multiply matrix A1 with the solution w1 is obtained ŷ1.

By adding the obtained solution vector w1 to the null space

solutions, the coef􀅫icient matrix A2 is obtained as shown on

the Equation 9:

A2 =


x1(1) x1(2). . .x1(N − 2) x1(N − 1) x1(N)

x2(1) x2(2). . .x2(N − 2) x2(N − 1) x2(N)

. . .. . .. . .. . .. . .. . .

xN−1(1) xN−1(2) . . . xN−1(N − 2) xN−1(N − 1) xN−1(N)

w1(2) w1(3) . . . w1(N − 1) 0 0

 (9)

The vector of constant terms b used in the second non-

homogenous LES is also composed of N elements. The el-

ements of the vector bt(i) in the time step t are obtained

using the Equation System 10.

bt(i) =


y(t)y(1)x1(1) + y(t)y(2)x1(2) + . . .+ y(t)y (N)x1(N)

y(t)y(D)x2(1) + y(t)y(2)x2(2) + . . .+ y(t)y (N)x2(N)

.....................

y(t)y(1)xN−1(1) + y(t)y(2)xN−1(2) + . . .+ y(t)y (N)xN−1(N)

 (10)

First of all the sub-signal u is initially approximated using

linear regression analysis by least squares method. As the

coef􀅫icientmatrix is used reconstrued phase space from the

NDVI time series. Dimension m is taken from one to value

given by the formula 3. As the appropriate dimension is

taken value where RMSE between the sub-signal and ini-

tially approximated sub-signal is minimum. Now the co-

ef􀅫icient matrix 8 is re-calculated using initially approxi-

mated sub-signal û11 and used in linear regression analy-

sis whereas depending parameter is used ŷ1. The solution

is obtained using the least squaresmethod. So the unknown

vector ŷ1 is approximated by the known vector ŷ2. The vec-

tor element bt(i), where i = N is calculated by Equation 11:

bt(i) = ŷ2(t)− w1(1) (11)

Thus, by solving the second non-homogenous linear equa-

tion system in every time step t, where coef􀅫icientmatrix A2

is obtained by Equation 9 and the vector of constant terms

b after Equation system 10 and Equation 11, the particular

solution wt of the second non-homogenous linear equation

system is obtained from Expression 12:

wt = A−1
2 bt (12)

whereA−1
2 is inversematrix of the coef􀅫icientmatrix A2. To

obtain sub-signal u approximated value in the time step t,

􀅫irst the Equation ?? is used, which allows obtaining N dif-

ferent ui(t) values, where i = 1,…,N:

ûi(t) =
(wt(i)− y(t)y(i))

u(i)
(13)

And by all i is calculated the mean value after the Equa-

tion 14:

û(t) =

∑N
i=1 ûi(t)

N
(14)

The result obtained by Equation 14) is an approximated

value of sub-signal u in time step t. Then corrections are

used at each time step t. A suitable value of approximated

subsignal in time step t is found by placing values from in-

terval [û(t) − MaxAE; û(t) + MaxAE] in a linear regres-

sion model, where MaxAE is the maximum absolute error

between observed and approximated subsignal u, and pre-

dicting the value of the NDVI (a certain value from histori-

cal data at certain time step). As suitable value û(t) is taken

value that for corresponding linear regression model give

minimal RMSE value between observed and predicted his-

torical NDVI value.
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VII. STEPWISE REGRESSION ANALYSIS

Stepwise regression analysis is a systematic method for se-

quent feature selection, where features are added to the

multi-linear model and removed from it as a result of au-

tomatic procedures, based on the statistical signi􀅫icance of

the feature in the regression analysis [16].

The original stepwise regression model does not include

any feature. Then in each step is calculated F-statistic

p-value, to test models with certain features [17]. The fea-

ture with the smallest p-value is added to the model, if

it does not exceed the speci􀅫ied addition threshold and if

the null hypothesis is rejected, that if add this feature to

a model, it might have a zero coef􀅫icient. From features,

that are already in the model, the feature with the highest

p-value is removed from the model, if feature p-value ex-

ceeds the speci􀅫ic removal threshold, and if the null hypoth-

esis is not rejected, that this feature has a zero coef􀅫icient.

VIII. PRINCIPAL COMPONENT ANALYSIS

Principal Component Analysis (PCA) is a statistical feature

extraction method, which is using the orthogonal transfor-

mation to transform a potentially correlating data set to

linearly uncorrelated data set, where data set features are

called principal components [18]. PCA algorithm consists

of 􀅫inding the linear transformation of the original feature

set x1, x2, …, xm. Here, m is the dimensionality of original

feature set.

IX. LAYER RECURRENT NEURAL NETWORK

Arti􀅫icial Neural Networks (ANN) is a form of arti􀅫icial in-

telligence, which tries to imitate the function of biological

neurons that work on the human brain [19]. One of the

most common arti􀅫icial neural network models is a multi-

layer perceptron,which includes an input layer, output layer

and one or more hidden layers [19]. In the case of the pre-

diction task addressed in this paper, the output layer con-

tains one neuron that gives the forecasted value of the time

series. Each neuron in every layer receives the weighted

inputs from the previous layer, and these weighted inputs

are summed, using the combination function; this result of

summing is fed as anargument to activation function,where

this function value isthe output of the neuron, and it is fed

to the next layer [19].

Layer Recurrent Neural Network (LRNN) is one of the dy-

namic, recurrent neural network forms, which is created by

adding the feedback connections from the hidden layer to

the context layer in multi-layer perceptron [20, 21]. The

context layer stores the values of the hidden layer with a

time delay, thus providing useful information about the pre-

vious input vector, and it determines the main quality – se-

quence memorizing [22].

X. TRANSFER OF THE DATA PREPROCESSING

PARAMETERS AND FORECASTING MODELS

Two experiments are carried out with transferring of the

data preprocessing parameters and models. The aim of

the 􀅫irst experiment is to explore the transfer of forecasting

models to NDVI time series of neighboring pixels by fore-

castingwithout thenew training, andwithoutusing the sub-

signal approximation approach.

• The phase space with a dimension m = 50 and time de-

lay τ=1 is obtained from time series of normalized differ-

ence vegetation index and thus input data set is obtained.

Input data set is divided into two parts: a set of attributes

and forecasting parameter. Both the set of attributes and

forecasting parameter is divided into three parts, providing

training, validation and test data set.

• From each feature set, there are selected informative fea-

tures, using stepwise regression analysis, and the linearly

uncorrelated feature sets are obtained using principal com-

ponent analysis.

• Preprocessed training and validation data set are passed

in layer recurrent neural network input for training and to

obtain forecasting model.

• When on randomly chosen NDVI time series data prepro-

cessing and training is performed, all the necessary data

preprocessing parameters are saved, and a suitable fore-

casting model is obtained.

• Around this corresponding pixel of NDVI time series in

satellite image, a grid is drawn that corresponds to the ra-

dius . Thus, around the chosen corresponding pixel of NDVI

time series a large grid of size 11x11 is drawn, where there

are 120 pixels excluding the trained central pixel.

• For each of these neighboring pixels, 120 NDVI time se-

ries are obtained and each of these time series 􀅫irst is pre-

processed and forecasted using from the training time se-

ries obtained data preprocessing parameters and forecast-

ing model. The RMSE values are calculated.

• Then, on each of these time series are individually ob-

tained data preprocessing parameters and the forecasting

model, then forecasts and RMSE values are calculated.

For each time series, both RMSE values are compared. The

experiment is repeated 100 times, each time forecasting

120 time series. The aim of the second experiment is to ex-

plore the transfer of forecasting models to NDVI time series

of neighboring pixels by forecasting without the new train-

ing and using the sub-signal approximation approach.

• Using developed modi􀅫ication of the VMD method with
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from this method obtained the sub-signal value approxi-

mation approach, an appropriate sub-signal is obtained for

normalized difference vegetation index. A phase spacewith

m = 50 and time delay τ = 1 is reconstructed for sub-signal

as well as phase space is reconstructed with the same pa-

rameters for the NDVI time series.

• Phase spaces are combined to produce input data set that

is divided into two parts: the attribute set and the forecast-

ing parameter. Both the attribute set and forecasting pa-

rameter are divided into three parts, providing training val-

idation and test data set.

• From each feature set, there are selected informative fea-

tures, using stepwise regression analysis, and linearly un-

correlated feature sets are obtained, using principal com-

ponent analysis.

• Preprocessed training and validation data set are passed

in layer recurrent neural network input for training and to

obtain forecasting model.

• The 11x11 pixel grid is obtained from the satellite image

(121 pixels in total), where the central pixel is the pixel on

which NDVI time series preprocessing and training are per-

formed.

• Each of the 120 time series is preprocessed and predicted,

􀅫irst using the transmitted parameters and models derived

from the central pixel NDVI time series, and then using the

individual parameters and models obtained on each time

series, in both cases calculating the RMSE values between

the observed and the predicted NDVI time series.

The experiment is repeated 100 times each time forecasting

120 time series.

XI. EXPERIMENTAL RESULTS

In 􀅫ifteen cases of the 􀅫irst experiment obtained results are

shown in Figure 1. On the binary image (Figure 1), with the

yellow color (the value is one) are marked those pixels on

which time series can use transferred data preprocessing

parameters and forecastingmodel. With the blue color (the

value is zero) are marked those pixels on which time series

is necessary to use the individually obtained data prepro-

cessing parameters and original forecasting model.

On Figure 2, a Euclidean distance with a threshold 0.8 is

shown.

Euclideandistances are calculatedbetween the central pixel

time series and all other time series. Analyzing Figure 3,

it is concluded that transferring preprocessing parameters

and forecasting models and, performing the forecasting, a

similar RMSE value can be obtained, if between in train-

ing used time series and time series where there are used

transferred parameters andmodels, the Euclidean distance

is equal or lower than the value of threshold 0.8.

Fig. 1. Application of the forecasting model

without approximation approach

Fig. 2. Euclidean distances between time se-

ries with a threshold 0.8

In 􀅫ifteen cases of the second experiments obtained results

are shown in Figure 3. Figure 3 is a binary image where

with yellow color is marked those pixels to which time se-

ries can transfer data preprocessing parameters and fore-

casting model, but with blue color are marked those pixels

on which time series transfer is not possible to perform.

On Figure 4, a Euclidean distance with a threshold 0.1 is

shown.

The forecasting accuracy in many cases is similar to the re-

sults provided by a trained forecasting model for a speci􀅫ic

time series of normalized difference vegetation index.
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Fig. 3. Application of the forecasting

model with approximation ap-

proach

Fig. 4. Euclidean distances between

time series with a threshold

0.1

XII. CONCLUSION

By forecasting the NDVI time series, the data preprocessing

parameters and forecasting model can be obtained which

can be used to forecast other NDVI time series with simi-

lar accuracy compared to the accuracy that can be achieved

by forecasting the time series with individually obtained

data preprocessing parameters and forecasting model, if

Euclidean distance between both the time series is less or

equal than the de􀅫ined threshold.

The combination of methods used in this paper without ap-

proximation approach can be used, if it is necessary to fore-

cast values of the time series of normalized difference vege-

tation index for the large area in a relatively short period

and where a slight decrease in forecasting accuracy is al-

lowed.

The combination ofmethods used in this paperwith the ap-

proximation approach can be used, when forecasts of the

time series of NDVI with high accuracy are needed, but for

the relatively small area.
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